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Abstract—The power-domain non-orthogonal multiple access
(NOMA) supports multiple packet reception, which can be lever-
aged for delay-bounded applications in industrial wireless net-
works (IWNs). However, it suffers from high power consumption on
transmitters, which poses challenges for battery-powered wireless
sensors. Given the delay bound for NOMA-based IWNs, the prob-
lem of minimizing aggregate power consumption of transmitters is
therefore of great value. In a previous paper, we have addressed the
problem under the model of perfect k-successive interference can-
cellation (k-SIC). In this paper, we study the same problem, how-
ever, under the model of imperfect k-SIC, which is more general in
theory and more realistic in practice. For the existence of the op-
timal solution, we first present an explicit sufficient and necessary
condition, which correlates three key parameters of network sys-
tem together. We also propose a polynomial-time optimal algorithm
with complexity O(n2). We further consider the same problem
with discrete transmit powers, and present an approximation algo-
rithm with complexityO(n2). Performance evaluation reveals that
the delay bound requirement has tremendous impacts on both the
aggregate power consumption and the maximum transmit power.
Relative to the perfect SIC, the residual error caused by imperfect
SIC results in extra power consumption of transmitters. However,
the extra power consumption is gradually diminished with the fur-
ther relaxation of the delay bound.

Index Terms—Delay guarantee, low power, power control, suc-
cessive interference cancellation (SIC), uplink scheduling.

I. INTRODUCTION

IN INDUSTRIAL wireless networks (IWNs), wireless sen-
sors are usually deployed to sense the status of industrial

processes and then, feedback the results to a sink. As a special
case of wireless sensor networks, IWNs are usually cellular-style
instead of ad hoc, because of the rigid requirements in industrial
applications. Therefore, physical and MAC layer protocols with
low latency, high reliability, and low power are research focuses
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in IWNs. Distinct from both the delay-tolerant wireless sen-
sor networks and the delay-sensitive ultra-reliable low-latency
communications (URLLC), some industrial applications, such
as [2] and [3], are delay bounded. In other words, the UL (uplink)
transmissions should be delay guaranteed for these applications
in IWNs. Therefore, the guaranteed medium access delay is of
vital importance to IWNs.1

Although the traditional time division multiple access
(TDMA) has the advantage of providing delay guarantee, its
medium access delay which equals the polling time would be
high if there are massive wireless sensors. Relatively, since non-
orthogonal multiple access (NOMA) can shorten the polling
time drastically by supporting multiple parallel transmissions,
it is suitable for delay-bounded applications in IWNs [4]. The
power-domain NOMA, which is based on successive inter-
ference cancellation (SIC) receivers, is now under full con-
sideration for industrial applications or heterogeneous cellular
networks because of its support for massive connections [5].
However, tremendous electric energy on wireless sensors will
be consumed for overcoming high interferences, which is an in-
herent shortcoming of the power-domain NOMA.2 Obviously,
the shortcoming poses great challenges for the battery-powered
wireless sensors. Thus, the problem of minimizing the aggregate
power consumption of wireless sensors3 with delay guarantee
for NOMA-based IWNs is of practical value.

To solve the problem, joint optimization of power controlling
and UE scheduling is utilized. On one hand, the UE schedul-
ing determines which UEs will transmit in parallel, i.e., how to
group UEs. On the other hand, suitable transmit powers are set
by power controlling so that signals of all parallel UEs can be
decoded successfully by an SIC receiver.

Under the assumption of perfect SIC, i.e., there is no resid-
ual error for SIC, we design an efficient low-power scheduling
scheme with complexityO(n2) in [1]. However, as we know, the
perfect SIC is impossible in practice, and therefore, we need to

1Generally speaking, the uplink transmission delay in IWNs consists of queu-
ing delay and medium access delay. However, since the queuing delay is influ-
enced by so many factors, and is hard to be precisely modeled and tracked, we
only consider the medium access delay in this paper.

2In general, in power-domain NOMA, the power consumptions of transmitters
increase exponentially with the enhancement of its parallel receiving capability.
It can also be verified from Sections VII-A and VII-B.

3For convenience, in this paper, wireless sensor is abbreviated as UE (user
equipment).
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find valid algorithms for the same problem under the imperfect
SIC.

Under imperfect SIC, since the residual errors left by cancel-
ing previous signals bring interferences to successive signals,
the low-power scheduling problem is more complex than that
under perfect SIC. Therefore, although the optimal solution to
low-power scheduling is presented under perfect SIC model [1],
we doubt the existence of the optimal solution under imperfect
SIC. So, we conduct further studies in this paper, prove the exis-
tence of the optimal solution, and present some low-complexity
algorithms for finding the optimal solution.

Our technical contributions are as follows.
1) We present an explicit sufficient and necessary condition for

the existence of a feasible power solution for imperfect SIC. To
the best of our knowledge, this paper presents the first feasibility
result in the field of imperfect SIC.

2) We formulate the low-power scheduling problem as a
mixed integer optimization problem by the joint UE schedul-
ing and power allocation. By defining a key term named r-PTSI
(power threshold sequence for imperfect r-SIC), we first reveal
the structural characteristic of the optimal solution and then, pro-
pose a low-complexity optimal algorithm based on the structural
characteristic.

3) We also propose an approximation algorithm with com-
plexityO(n2) for the same problem with discrete transmit power
levels, which must be dealt with for practicability,4 and an ap-
proximation ratio is also presented.

Since both the model and the theoretic basis are distinct from
those in [1], we declare that this paper is absolutely not a simple
modification of [1], but a generalized extension to the imperfect
SIC instead.

The remainder of this paper is organized as follows. Section II
reviews the related works, and Section III presents the system
models. Preliminaries are introduced in Section IV. Problem for-
mulation and solution are introduced and analyzed in Section V.
Based on the conclusions drawn in Section V, the same prob-
lem with discrete transmit powers is considered in Section VI.
Performance evaluations are presented in Section VII, and con-
clusions are drawn in Section VIII.

II. RELATED WORKS

Nowadays, power-domain NOMA technologies receive ex-
tensive research efforts from wireless communications and
networking fields [6]–[8]. The performance of power-domain
NOMA is directly influenced by the capability of SIC receivers.
Most early works focus on downlinks; we refer readers to [9]
for an overview. As to the MAC protocols of the SIC-based net-
work system, they can be categorized as random access-based
and scheduling-based. For the random access-based algorithms,

4The transmit power is not continuously adjustable for any transceiver nowa-
days. Take CC1000 which is manufactured by TI for example, there are 30
feasible power levels from −20 to 10 dBm with a constant step size 1 dBm.
Therefore, if the transmit power calculated lies between two neighbor steps, in
fact, it is infeasible for commercial-off-the-shelf radio transceiver.

now there are three typical solutions, which are based on low-
density parity-check codes [10], compressive sensing [11], and
game theory [12], respectively. However, we only focus on the
two related fields, i.e., scheduling-based low-power MAC algo-
rithms and the imperfect SIC, in this paper.

1) Studies on the energy consumption in UL: Energy effi-
ciency is an important aspect of power-domain NOMA [13].
Zhang et al. [14] reveal that to save UEs’ power consumption,
the transmit powers should be allocated based on the channel
gains of UEs. In [6], fixed power allocation is introduced for
two UEs such that the achieved UEs’ rates are improved relative
to the conventional orthogonal multiple access. We also mini-
mize the aggregate power of UEs in [1] under the perfect k-SIC
model, and present a tractable and optimal algorithm by means
of a two-stage decomposition.

2) Studies of imperfect SIC: The imperfect SIC is now at-
taining more and more interests, where the linear residual er-
ror model, which is first discussed in 2003 [15], is being
widely adopted [16]. Tweed et al. [17] optimize the aggregate
power consumption of transmitters in the multichannel scenario,
and an iterative convex optimization algorithm is utilized to
solve the problem. Also, using the linear residual error model,
Celik et al. [18] optimize the downlink capacity based on clus-
tering and power-bandwidth tradeoff by formulating it as a mix-
integer nonlinear programming problem. In [16], the fairness of
transmit powers in UL MIMO-NOMA networks with imperfect
SIC is formulated as a universal nonconvex optimization prob-
lem and solved by an approximation algorithm. We, however,
present a closed-form solution to the aggregate power minimiza-
tion problem on imperfect SIC, and propose a tractable opti-
mal algorithm for the problem, instead of the time-consuming
optimization-based algorithms.

III. SYSTEM MODEL

We consider a single-hop, single-channel wireless network
consisting of n single-antenna UEs5 u1, u2, . . . , un, and a
single-antenna sink. The sink is equipped with a k-SIC receiver.
A k-SIC receiver can decode at most k signals at one time,
provided that SINR (signal-to-interference-plus-noise ratio) of
every signal after interference cancellation is higher than the
decoding threshold of the receiver. We assume that all of the n
UEs have data to transmit.6 Note that we focus on the uplinks,
therefore, SIC receivers are not required for the UEs which are
the transmitters. Fig. 1 plots a network example comprised of
three UEs and a 2-SIC based sink.

The residual error of SIC is mainly caused by factors such as
imperfect amplitude and phase estimation. Since they are closely
related to the preamble power, the residual error is thought to
be linear with the signal receive power, i.e., if the signal power

5In this paper, UE, user, and transmitter are used interchangeably, and receiver
is equivalent to sink.

6At the beginning of a frame, those UEs which have transmission tasks will
report themselves to the sink via the control channel. Since we only need to
find the UEs which try to be transmitters of the upcoming frame, methods such
as [19], which is based on compressive sensing, can achieve the goal with low
overhead.
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Fig. 1. Uplink transmissions with an SIC-based sink.

TABLE I
NOTATIONS

of a UE at a receiver is p, its residual error after interference
cancellation is εp, where ε is the residual coefficient. As we
have stated in Section II, recently, the residual model has been
widely adopted.

We use a parameter Gi to capture the loss of signal power, as
the signal propagates through the wireless channel from ui to
the sink. Therefore, the received power at the sink is Gipi, if the
transmit power of ui is pi. Besides, we also assume that channel
gains of all UEs remain constant during a frame, which is real-
istic for slow fading channels. For convenience, the parameters
used in this paper are listed in Table I.

Similar to [1], in the considered network, time is divided into
frames, and each frame includes multiple time slots. We assume
that the time span of a slot is enough to deliver a data packet. In
fact, the above-mentioned assumptions are in accordance with
practical applications in IWNs [2].

For k-SIC, there are at most k UEs which transmit simulta-
neously, and they will be decoded successively by SIC decoder.
The term phase is defined to depict the decoding order, where
the UE decoded first is said to occupy the decoding phase 1, the
second UE is for phase 2, and so on.

IV. PRELIMINARIES

A. Ordering Inequality Theorem

The ordering inequality is a well-known theorem as follows.
Assumea1 ≥ a2 ≥ · · · ≥ an, b1 ≤ b2 ≤ · · · ≤ bn. The optimal
solution to the problem

min
Xij

∑

i,j=1,...,n

Xijaibj

s.t. Xij ∈ {0, 1}∑
i=1,...,n

Xij = 1 for all j ∈ [1, n]
∑

j=1,...,n

Xij = 1 for all i ∈ [1, n]

is Xij =

{
1 for all i = j

0 for all i �= j.

We also present a proof for the theorem in [1].

B. Minimum Power Allocation for r Parallel Transmitters

Definition 1: Minimum power allocation for r parallel trans-
mitters (MPAr PT): Given is an uplink toy network consisting
of an imperfect k-SIC receiver and r transmitters u1, u2, . . . , ur

with channel gains as G1, G2, . . . , Gr, respectively. Without
loss of generality (WLOG), we assume that G1 ≤ G2 ≤ · · · ≤
Gr, r ≤ k, and n0 is the noise power. Denote transmit powers of
u1, u2, . . . , ur by p1, p2, . . . , pr, respectively. Assign value for
p1, p2, . . . , pr so that the aggregate power consumption of the r
transmitters is minimized under the premise that u1, u2, . . . , ur

transmit simultaneously and their signals are all decoded suc-
cessfully.

This problem is thus formulated as

min
{p1,p2,...,pr}

r∑

i=1

pi

s.t.
Gipi

Ii + n0
≥ γ; pi ≥ 0 ∀i ∈ [1, r].

To solve MPAr PT, we have to first know Ii, i.e., the interfer-
ence to ui. Obviously, Ii is decided by the decoding order and
the model of residual error, provided that {p1, p2, . . . , pr} are
known. Lemma 1 reveals that to achieve the optimal solution
to MPAr PT, the transmitters’ signals must be decoded in the
descending order of channel gains.

Lemma 1: If γ > 1, the optimal decoding order for MPAr PT
is the descending order of the channel gain of transmitters.7,8

Proof. Please refer to the proof of Lemma 1 in [1]. �
Based on Lemma 1 and the model of residual error, MPAr PT

can, therefore, be reformulated as follows:

min
{p1,...,pr}

r∑

i=1

pi (1a)

7Since any signal could be decoded only if its power is greater than its inter-
ference power, γ > 1 is not a stringent constraint in practice.

8The optimal decoding order is distinct from that in [6] because the optimiza-
tion object is the throughput instead of the power consumption there.
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s.t.
Grpr

r−1∑
i=1

Gipi + n0

≥ γ (1b)

Glpl
l−1∑
i=1

Gipi + ε
r∑

i=l+1

Gipi + n0

≥ γ ∀l ∈ [2, r − 1] (1c)

G1p1

ε
r∑

i=2

Gipi + n0

≥ γ. (1d)

Before we start to solve the MPAr PT problem, the following
key definition is given.

Definition 2: Power threshold sequence for imperfect r-SIC
(r-PTSI) is a sequence X̂(r) = (X̂

(r)
r , X̂

(r)
r−1, . . . , X̂

(r)
1 )T which

satisfies the following group of equalities:
⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

̂X
(r)
r

∑r−1
i=1

̂X
(r)
i +n0

= γ (2a)

̂X
(r)
l

∑l−1
i=1

̂X
(r)
i + ε

∑r
i=l+1

̂X
(r)
i +n0

= γ ∀l ∈ [2, r − 1] (2b)

̂X
(r)
1

ε
∑r

i=2
̂X

(r)
i +n0

= γ (2c)

where X̂
(r)
i > 0 for all i ∈ [1, r] and γ > 1.

Obviously, X̂(r)
r ≥ X̂

(r)
r−1 ≥ · · · ≥ X̂

(r)
1 , and all of them are

related to ε. Next, we present a key property of r-PTSI, which
will be used in Lemma 3.

Lemma 2: For r ≥ 2, r-PTSI exists if and only if εδr < 1

where δ = (γ+1)
(1+γε) . Besides, r-PTSI is of a geometric series.

Proof. Please refer to Appendix A. �
Next, in Lemma 3, we show that, if all “=” in (2a)–(2c) are

replaced with “≥,” r-PTSI is the minimum feasible solution to
the inequality group.

Lemma 3: Let

A =

⎛

⎜⎜⎜⎜⎜⎜⎝

1 −γ −γ · · · −γ −γ

−εγ 1 −γ · · · −γ −γ

−εγ −εγ 1 · · · −γ −γ

· · · · · · · · · · · · · · · · · ·
−εγ −εγ −εγ −εγ · · · 1

⎞

⎟⎟⎟⎟⎟⎟⎠

r×r

and X = (Xr, Xr−1, . . . , X1)
T , N = n0 (γ, γ, . . . , γ)

T . We
have the following conclusions.

1) There is a non-negative elementary row transformation ma-
trix Tr×r, such that

B = TA =

⎛

⎜⎜⎜⎜⎜⎜⎝

1 −γ −γ · · · −γ −γ

0 a1 b23 b24 · · · b2r

0 0 a2 b34 · · · b3r

· · · · · · · · · · · · · · · · · ·
0 0 0 0 · · · ar−1

⎞

⎟⎟⎟⎟⎟⎟⎠

r×r

.

Besides, bij ≤ 0 for all i < j, where i ∈ [2, r − 1] and j ∈
[3, r].

2) If and only if εδr < 1, where δ = γ+1
εγ+1 , ai > 0 holds for

all i ∈ [1, r − 1].

3) If ai > 0 for all i ∈ [1, r − 1], for any positive vector X
satisfying AX ≥ N , X ≥ X̂(r) holds where X̂(r) is r-PTSI.
4) If ∃i ∈ [1, r − 1] such that ai ≤ 0, the inequality group

AX ≥ N has no positive real solutions.
Proof. Please refer to Appendix B. �

Based on the conclusions of Lemma 3, Theorem 1 tells the
optimal solution to the MPAr PT problem.

Theorem 1: 1) If and only if εδr < 1, the optimal

solution to MPAr PT is
(

̂X
(r)
r

Gr
,

̂X
(r)
r−1

Gr−1
, . . . ,

̂X
(r)
1

G1

)
, where

(
X̂

(r)
r , X̂

(r)
r−1, . . . , X̂

(r)
1

)T

is r-PTSI.

2) If εδr ≥ 1, the MPAr PT problem has no feasible solutions.
Proof. Please refer to Appendix C. �

We have further explanation for Theorem 1 as follows.
1) εδr < 1 is a sufficient and necessary condition for the ex-

istence of the optimal solution to MPAr PT, and besides, the

optimal solution is
(

̂X
(r)
r

Gr
,

̂X
(r)
r−1

Gr−1
, . . . ,

̂X
(r)
1

G1

)
.

2) According to the well-known conclusion in the power
control literature [20],9 a sufficient and necessary condition for
feasible powers is that ρ(I −A) < 1, where ρ(I −A) is the
spectral radius of the matrix I −A, and I is identity matrix.
However, although the conclusion is useful, we have difficul-
ties in acquiring an explicit expression for the spectral radius of
I −A. Lemma 3 utilizes the structural particularity of A, and
presents an explicit and concise condition, i.e., εδr < 1, for the
existence of feasible solutions.10

V. MINIMUM LOW-POWER SCHEDULING ALGORITHM FOR

IMPERFECT k-SIC

Definition 3: Real-time minimum low-power scheduling for
imperfect k-SIC (RMLPSI-k SIC) problem: given an imperfect
k-SIC receiver and n transmitters u1, u2, . . . , un with chan-
nel gains G1, G2, . . . , Gn, respectively, WLOG, we assume
G1 ≤ G2 ≤ · · · ≤ Gn. Noise power is n0 for all transmitters.
Denote their transmit powers byp1, p2, . . . , pn, respectively, and
assume that each of them is a continuous variable,11 such that the
aggregate power consumption of then transmitters is minimized
under the following constraints: 1) every transmitter is sched-
uled only once in a frame;12 2) the frame length is no greater
than the given value L; and 3) SINR for every UE is above the
given decoding threshold γ.

9Although the mathematical formulation of our problem is similar to that in
[20], they are distinct in the application essence: [20] is for finding a feasible
solution to the problem of UE–UE communications on regular radio, while our
paper is for UEs-BS communication on imperfect SIC radio.

10In reality, r is a small integer because the implementation complexity of
k-SIC must be constrained, andε is a very small decimal for accurate interference
cancellation techniques, and therefore, the condition is easy to be satisfied. We
provide some numerical examples for it in Section VII-C of this paper.

11In fact, there is no absolute continuous power variable in practice. However,
if the power levels are numerous enough and the power spacing is small enough,
the output powers can be considered to be continuous.

12The constraint is set intentionally for fairness if the wireless sensors have
similar throughput requirements.

Authorized licensed use limited to: China University of Petroleum. Downloaded on May 06,2020 at 12:46:39 UTC from IEEE Xplore.  Restrictions apply. 



This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

XU et al.: UPLINK LOW-POWER SCHEDULING FOR DELAY-BOUNDED INDUSTRIAL WIRELESS NETWORKS 5

Thus, the RMLPSI-k SIC problem can be formulated as a
mixed integer optimization problem

min
{t1,t2,...,tn},{p1,p2,...,pn}

n∑

i=1

pi (3a)

s.t. 0 ≤
n∑

i=1

1(ti = j) ≤ k ∀j ∈ [1, L] (3b)

ti ∈ [1, . . . , L] ∀i ∈ [1, n] (3c)

Gipi
Ii + n0

≥ γ; pi ≥ 0 ∀i ∈ [1, n] (3d)

where ti represents the scheduling slot index for ui, 1(.) is the
indicator function, and Ii is the power of interference when
decoding signal from ui. Apparently, the interference is only
influenced by {t1, t2, . . . , tn} if {p1, p2, . . . , pn} are known.
L is the frame length bound, which is for gauging the real-time
performance.13,14

RMLPSI-k SIC is a joint optimization of power controlling
and UE scheduling. Next, based on Theorem 1, we show that
RMLPSI-k SIC can be solved by a low-complexity algorithm,
since power controlling and UE scheduling is decoupled based
on Theorem 1, which converts the joint optimization problem
into a two-stage optimization problem.15

Using Theorem 1 in Section IV, we now start to solve the
RMLPSI-k SIC problem. Lemma 4 reveals a key structural char-
acteristic of the optimal solution to the RMLPSI-k SIC problem,
i.e., the number of slots and the decoding phases in each slot of
the optimal solution.

Lemma 4: If n ≤ kL, for the optimal solution to RMLPSI-k
SIC, we have the following.

1) The number of UEs scheduled in any slot is either �n/L	
or 
n/L�.

2) There areL
n/L� − n slots, each of which has �n/L	UEs,
and L− L
n/L�+ n slots, each of which has 
n/L� UEs.

Proof: Please refer to Appendix D. Its proof is similar to
that of Lemma 2 in [1], with a small hint that X̂(r)

i < X̂
(r)
i+1 for

any i ∈ [1, r − 1].
Lemma 4 reveals that to achieve low power consumption,

UEs should be equally allocated to all slots as far as possible.
In other words, it has no relationship with k if n ≤ kL holds.
Obviously, it completely coincides with intuitions, because uni-
formly grouped UEs is beneficial for lowering aggregate power
consumptions. Based on the lemma, instead of searching the
entire strategy space for finding the optimal UEs scheduling

13To achieve the guaranteed real-time performance, the time span of a frame
must be no longer than half of the transmission delay bound in typical settings.
Their relationship will be revealed in detail in Section VII-C.

14The constraint of the maximal transmit power is not considered because it
hinders us from presenting an analytical expression of the optimal powers. Since
we aim to minimize the aggregate power consumption, the optimal transmit
powers of UEs must not be very large, i.e., the constraint of maximal power is
not a tight constraint in general, and thus, can be removed without any impacts.
This assertion is also verified in the section of performance evaluations.

15Although the overall idea of this section is similar with the Section IV-B in
[1], there is a lot of fine-grained distinctness in almost all proofs and algorithms.
It is the imperfection of SIC which causes all of the distinctness.

Fig. 2. Example of GH(5, 3, 2).

Algorithm 1: Optimal Algorithm for RMLPSI-k SIC{.

// Input: n, k, L, which satisfies kL ≥ n.
// Output: optimal scheduling strategy for the n users.
1. GH(n, k, L)=φ; compute 
n/L�-PTSI as X̂(
n/L�),

�n/L	-PTSI as X̂(�n/L	) ; M = X̂
(
n/L�)

n/L� /G1;

2. add n graph nodes with label ui where i ∈ [1, n] into
part I of GH(n, k, L);

3. add L�n/L	 graph nodes with label Thj where
h ∈ [1, L] and j ∈ [1, �n/L	] into part II of
GH(n, k, L);

4. if (n%L!=0){
5. for(i=1; i ≤ n%L; i++) add a graph node with label

Ti
n/L� into part II of GH(n, k, L); }
6. for any graph node ui in part I{
7. for any graph node Thj in part II {
8. if (h ≤ L− L
n/L�+ n) add edge (ui, Thj) with

weight −X̂
(
n/L�)
j /Gi +M ;

9. else add edge (ui, Thj) with weight

−X̂
(�n/L	)
j /Gi +M ; }}

10. find a maximum weight matching (MWM) of the
complete bipartite graph;

11. for any (ui, Thj) in the MWM, if
h ≤ L− L
n/L�+ n, ui will be scheduled in the
hth slot with power X̂(
n/L�)

j /Gi, else ui will be

scheduled in the hth slot with power X̂(�n/L	)
j /Gi;}

strategy, we only need to compare the aggregate power consump-
tion of these scheduling strategies consistent with Lemma 4,
instead of searching the entire strategy space. Algorithm 1 is
designed based on the above-mentioned guidelines.

Lines 2–9 in Algorithm 1 generate a balanced complete bi-
partite graph GH(n, k, L). The nodes in part I of the bipartite
graph correspond to all UEs. From lines 3–5, all possible de-
coding positions are acted as part II of the bipartite graph. The
edge (ui, Thj) means that ui could be scheduled in the slot h,
and decoded at phase j of the slot h. Lines 7–9 are for setting
the weight of graph edge. Based on Theorem 1, the weight of
the edge (ui, Thj) is directly related with the minimal trans-
mit power for ui to be decoded at the phase j of slot h. Fig. 2
is an example of GH(5, 3, 2) where edge weights are omitted
for clarity. M is set deliberately just for keeping the weight of
every edge a positive number. Thus, the MWM of GH(n, k, L)
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corresponds to a feasible scheduling strategy. Now, Theorem 2
shows that the scheme mapped from the MWM is optimal.

Theorem 2: If and only if εδ
n/L� < 1, Algorithm 1 outputs
an optimal solution to RMLPSI-k SIC.

Proof. Please refer to Appendix E. �
In Algorithm 1, we determine the optimal UE grouping strat-

egy in line 10, and then, allocate optimal transmit powers for
every slot in line 11. In other words, UE scheduling and power al-
location in RMLPSI-k SIC could be decoupled,16 and therefore,
the computation complexity is greatly reduced. It is k-PTSI that
separates power allocation and UE scheduling in the RMLPSI-k
SIC problem without impairing the optimality. Thus, k-PTSI is
key to the correctness of the optimal algorithm.

If the MWM in the tenth line of Algorithm 1 is found by Kuhn–
Munkres algorithm [21], the time complexity of Algorithm 1 is
O(n3) since that of Kuhn–Munkres algorithm is O(n3), and the
complexity for setting up the graph is O(n2). Next, we present
a faster algorithm for finding an MWM of the graph because it
is a balanced complete bipartite graph.

Algorithm 2 is more complex than [1, Algorithm 2], where the
perfect SIC is assumed. The intrinsic reason for the distinction of
the two algorithms is that for any i ∈ [1, r − 1], X̂(r)

i = X̂
(r−1)
i

holds for perfect SIC, while X̂(r)
i > X̂

(r−1)
i holds for imperfect

SIC, which brings complexity in allocating slots for UEs.
Lines 1–4 of Algorithm 2 is for initialization, where Phases

saves all elements from both �n/L	-PTSI and 
n/L�-PTSI. For
any element ofPhases, its value is from �n/L	-PTSI if its type
isNF , otherwise, it is from 
n/L�-PTSI if its type isFU . In line
5, Phases are reordered and saved to Stphases in ascending
order of the value field. From lines 6–13, although it is implicit,
we virtually constructn decoding positionsTij , where i ∈ [1, L]

and j ∈
{
[1, �n/L	], if i ∈ [1, L
n/L� − n]

[1, 
n/L�], if i ∈ [L
n/L� − n+ 1, L]
, and the

value of Tij is

⎧
⎨

⎩
X̂

(�n/L	)
j , if i ∈ [1, L
n/L� − n]

X̂
(
n/L�)
j , if i ∈ [L
n/L� − n+ 1, L].

Then, the n UEs are mapped to the n decoding positions based
on the principle that ul should be mapped to the lth element in
the ascending value of Tij . In fact, the mapping is closely related
with the ordering inequality theorem.

Theorem 3: Algorithm 2 outputs an MWM of GH(n, k, L).
Proof. Please refer to Appendix F. The core of the proof is

the ordering inequality theorem. �
Theorem 3 reveals that for the optimal solution, the channel

gain of any UE decoded in decoding phase i must be greater
than that of any UE decoded in decoding phase i+ 1, where
i ∈ [1, k − 1].

The complexity of Algorithm 2 is determined by the sorting al-
gorithm used in line 5 of Algorithm 2. Generally, it isO(n log n)

16First, Lemma 4 narrows the searching space. Second, Theorem 1 reveals
that for any UE scheduling strategy, its optimal power allocation strategy is
analytically known. Therefore, for any given UE scheduling strategy, we can
compute its minimal aggregate power consumption. By comparing the minimal
aggregate power consumption of these UE scheduling strategies which are in
the above narrowed strategy space, we can find the optimal UE scheduling
strategy. Obviously, with respect to that of the original blind searching method,
its computation complexity will be reduced greatly.

Algorithm 2: Faster Algorithm for MWM ofGH(n, k, L){.

// Input: GH(n, k, L), n, k, L; Output: MWM of
GH(n, k, L);

struct phase {bool type; int phid; int value}:
Phases[�n/L	+ 
n/L�], Stphases[�n/L	+ 
n/L�];

1. OUT=φ;
2. sort u1, u2, . . . , un in the ascending order of their

channel gains, WLOG, assume G1 ≤ G2 ≤ · · · ≤ Gn;
3. for (j = 1; j ≤ �n/L	; j ++) {

Phases[j].type=NF ; Phases[j].phid=j;
Phases[j].value=X̂

(�n/L	)
j ;}

4. for (j = 1; j ≤ 
n/L�; j ++) {
Phases[j+�n/L	].type=FU ;
Phases[j+�n/L	].phid=j;
Phases[j+�n/L	].value = X̂

(
n/L�)
j ;}

5. sort Phases based on its value field in the ascending
order, and save the ordered results into array
Stphases;

6. idx=1;
7. for (j = 1; j ≤ �n/L	+ 
n/L�; j ++) {//each

Stphases
8. if (Stphases[j].type==NF ) {//process NF -type

phase
9. for (k=1; k ≤ L
n/L� − n; k++,idx++) {

10. add (uidx, T(k)(Stphases[j].phid)) into OUT ;}}
11. else { //process FU -type phase
12. for (k=1; k ≤ L− L
n/L�+ n; k++,idx++){
13. add (uidx, T(L
n/L�−n+k)(Stphases[j].phid)) into

OUT ;}}

if the classic quick sorting algorithm is adopted. Therefore, the
time complexity of Algorithm 1 is thus O(n2) if its tenth line is
replaced by Algorithm 2.

VI. MINIMUM DISCRETE LOW-POWER SCHEDULING

FOR IMPERFECT k-SIC

Assume there are m transmit power levels
tpm, tpm−1, . . . , tp1 where tpm > tpm−1 > · · · > tp1, and
tpi+1

tpi
= ρ for ∀i ∈ [1,m− 1]. The real-time minimum discrete

low-power scheduling for imperfect k-SIC (RMDLPSI-k SIC)
problem is formulated as follows:

min
{t1,...,tn,p1,...,pn}

n∑

i=1

pi (4a)

s.t. pi ∈ TP ∀i ∈ [1, n] (4b)

(2b); (2c); (2d) (4c)

whereTP = {tpm, tpm−1, . . . , tp1} is a feasible power set. Ob-
viously, compared with RMLPSI-k SIC, there is an extra con-
straint (4b), i.e., the constraint of feasible transmit power.

Define [[x]] = argmin(y∈TP )∩(y≥x) (y − x), (x ≥ 0), in other

words, [[x]] is the value that satisfies: 1) it belongs to the set TP
and 2) it is no less than x and the nearest to x.
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Algorithm 3: Approximation Algorithm for RMDLPSI-k
SIC{.

1. use Algorithm 1 to solve RMLPSI-k SIC with
decoding threshold being ργ;

2. assume that the transmit power for UEi is tp(ργ)i ;

3. for every ui {adjust its transmit power as [[tp(ργ)i ]]}; }

RMDLPSI-k SIC is a combinatorial optimization problem,
which is generally NP-hard. Therefore, based on Algorithm 1,
we propose an approximation algorithm for RMDLPSI-k SIC.

Obviously, Algorithm 3 is valid only if εδ(ργ)

n/L� < 1,

where δ(ργ) =
ργ+1
1+ργε , since the solution output by Algorithm 1

is valid under that condition.
Theorem 4: 1) Algorithm 3 outputs a feasible solution to the

RMDLPSI-k SIC problem.
2) The approximation ratio of Algorithm 3 is no larger than

ρ(
n/L�+1).
Proof. Please refer to Appendix G. �

Obviously, the complexity of Algorithm 3 is still O(n2).

VII. PERFORMANCE EVALUATIONS

We conduct some simulation experiments to evaluate the ef-
fectiveness of the algorithms presented in this paper. Some sim-
ulation parameters are set as follows. To reveal the effect of
the residual error on the performance of aggregate power con-
sumption, the residual coefficient varies from 0 to 0.1. The
noise power spectral density is −169 dBm/Hz and the chan-
nel bandwidth is 200 kHz, thus, n0 is −116 dBm. The signal
frequency is 2.4 GHz and the decoding threshold γ is two.
The regular transceiver that does not support SIC is repre-
sented by k = 1. The minimum discrete transmit power tp1 is
−25 dBm and ρ is 3 dB. The channel gain model for WLAN
signal is CG = −20 log(f)− 26 log(d) + 19.2, where f is the
frequency in megahertz, and d is the Euclidean distance between
the transmitter and receiver in meters. Using the channel gain
model, the channel gain of each UE can be known based on its
Euclidean distance with the sink.

A wireless network consisting of 30 UEs and one sink is
considered. The sink is at the center of a square with side length
of 120 m, and UEs are placed uniformly in the square.

A. Power Consumption With Limited Frame Length

The relationship between the aggregate power consumption
and the frame length bound is revealed in this experiment. In
practical applications, the requirements of the specific appli-
cations, i.e., the UE number and the real-time requirement, are
known in general. Therefore, a k-SIC receiver should be selected
wherek = 
n

L�. Of course, all of thenUEs must be in the receiv-
ing area of the receiver. The residual coefficient ε is set as 0.01.
In that case, for any k ≤ 4, ai > 0 holds for any i ∈ [1, k]. The
optimal aggregate power consumption can be easily obtained
based on Algorithm 1 for the continuous transmit powers. For

Fig. 3. Aggregate power consumption with frame length bound.

Fig. 4. Maximal transmit powers with frame length bound.

the scenarios of discrete transmit powers, we denote the experi-
mental results obtained from the approximation algorithm, i.e.,
Algorithm 3, as RMDLPSI-k SIC.

Obviously, if the given frame length L is smaller, the aggre-
gate power consumption will be larger. In our experiments, the
frame length is set from 
30/k� to 34, i.e., the real-time perfor-
mance requirement varies from the tightest to the loosest. All
experimental results in this section are similar to those in [1],
where perfect SIC is assumed.

The experimental results are illustrated in Fig. 3, where for
equal frame lengths, the aggregate power consumption is not
affected by k. The result is consistent with Lemma 4.

The case where n = kL holds is termed as FSC (full slot
case) for convenience. Starting from FSC, the aggregate power
consumption decreases exponentially with the increasing frame
length bound. From Fig. 3, we find that the aggregate power con-
sumption is 2.7 mW when k = 4 andL = 8, while it is 1.45 mW
when k = 4 and L = 9. In other words, the power saving is
prominent near the FSCs. However, it will diminish exponen-
tially if the frame length bound continues growing. Similar re-
sults can also be found for Algorithm 3.

With different values of k and L, the maximum transmit pow-
ers among the 30 UEs are illustrated in Fig. 4, which is similar
with Fig. 3. Obviously, for all FSCs, the smaller the k, the less
the maximum transmit power. Besides, similar to the aggregate
power consumption, if the frame length bounds are same, the
maximum transmit powers are also the same and are indepen-
dent ofk ifn ≤ kL. Furthermore, it also decreases exponentially
if the real-time performance requirements are slightly relaxed
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Fig. 5. Aggregate power consumption with number of UEs.

from the FSC. Take for example k = 4 and L = 8, the maxi-
mum transmit power is 0.19 mW, while for the case of k = 4
and L = 9, it is 0.1 mW. The maximum transmit power will de-
crease exponentially if the frame length bound grows. All of the
results are consistent with Lemma 4.

From Fig. 4, we find that in all cases where k ≤ 2, with dis-
crete transmit powers, the maximum transmit powers are always
larger than those with continuous transmit powers,17 and their
ratios are basically the same. The reason is as follows. On one
hand, for RMLPSI-k SIC, all maximum transmit powers in the
considered cases with k ≤ 2 are nearly the same, which is con-
sistent with Lemma 4. On the other hand, the power adjusting
operation in the third line of Algorithm 3 equalizes the discrete
transmit powers further. We can expect that the maximum dis-
crete transmit power will be larger for larger ρ.

The results of the above experiments revealed that, when com-
pared to the number of parallel transmitters supported by the
SIC receiver, the frame length bound has a tremendous impact
on both the aggregate power consumption and the maximum
transmit power. Besides, starting from the FSCs, both the ag-
gregate power consumption and the maximum transmit power
will exponentially decrease with the degradation of the real-time
performance requirement.

For typical values of k, we note that the maximum transmit
power is acceptable. For example, if the value of k is three, the
maximum transmit power is only 0.045 mW, and it is 0.03 mW
when k = 2, for the cases of discrete transmit powers, which are
completely acceptable nowadays even for low-power RF chips.
In other words, with the optimal power scheduling strategy, SIC
technology is even suitable for low-power UEs even it is imper-
fect.

Using the default parameter settings andL = 30, we illustrate
the relationship between the aggregate power consumption and
the UE number in Fig. 5. In both cases, the aggregate power con-
sumptions increase linearly with UE number. In other words, the
average power consumption is not influenced by the UE num-
ber. Besides, the increasing rate is larger in the discrete power
case, which is obviously due to the discreteness of transmit
power.

17Since the decoding threshold is ργ in Algorithm 3, for all experiments with
k > 2, k-PTSI does not exist. Thus, the experiment with k > 2 is not necessary.

Fig. 6. Real-time performance with k.

B. Real-Time Performance

Using the time span of a slot as the basic time unit, we assume
that the sampling cycles of all UEs are the same, and the sampling
cycle is denoted by Ts. The maximal delay bound is denoted by
Tb, which is the real-time performance bound, and the number
of UEs is n.

Obviously, only if 2L ≤ Tb ≤ Ts holds, real-time perfor-
mance will be guaranteed. Therefore, �Tb/2	 is the maximal
value for L to guarantee the delay performance. Based on
Lemma 4, if k is no less than 
n/L�, every UE will be given
a transmit opportunity in a frame. Therefore, for any packet of
any UE, the delay time is no more than Tb, i.e., real-time per-
formance is guaranteed.

The above method may result in so large a value of k that it
is not acceptable in practice. However, the value of k could be
smaller if we know the specific number of transmitters, which
is denoted by n̂, at the beginning of each frame. In that case, if
k ≥ 
n̂/L�, the real-time performance can still be satisfied.

The next experiment is to verify the real-time performance
using the default network parameters. Other parameter settings
specific to the experiment are as follows: Tb = 12, Ts = 18,
L = 6, and the sampling times of the 30 UEs start uniformly in
[0,17]. In view of the above analysis, if k ≥ 3, no transmission
delay18 will be larger than Tb in high probability. Otherwise,
real-time performance will not be guaranteed, although most of
the transmission delays are less than Tb. The statistics of the
transmission delays of all UEs are shown in Fig. 6,19 where the
x-axis is k and the y-axis is the transmission delay.

From Fig. 6, we can observe that, almost half of the packets
have delays larger than Tb when k = 1, only one packet has
delay larger than Tb when k = 2, and all packet delays are less
than Tb when k ≥ 3. Obviously, they are consistent with our
expectations, since a smaller k means less throughput, which
results in extra buffering delays of data packets.

We have some discussions on the impact of the number of
UEs, i.e., n, on the delay performance. Actually, it is closely
related with k,Ts, and Tb. In the worst case, i.e., Ts = Tb, only if

18The transmission delay of a packet is the time span from the generation of
the packet to its being received by the sink.

19The experimental results have nothing to do with the adopted power schedul-
ing algorithm because algorithms in this paper are used to generate an eligible
power scheduling strategy with the minimum aggregate power consumption
instead of delay.
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Fig. 7. Aggregate power consumption with residual coefficient.

TABLE II
APPROXIMATION RATIO OF ALGORITHM 3

n ≤ k�Tb/2	, the delay performance can be guaranteed. If Ts >
Tb, n can be larger because fewer UEs simultaneously request
transmission. Take the case of this experiment for example, if
the sampling times start uniformly in [0, Ts − 1] and n ≤ kTs,
the delay performance can also be guaranteed. The conclusion
is verified in Fig. 6.

C. Power Consumption With Residual Coefficient

We will reveal how the aggregate power consumption is influ-
enced by the residual coefficient in this section. The decoding
threshold γ is set as two and the value for k is two. Further,
the residual coefficient ε is set as 0, 0.01, 0.02, 0.05, and 0.1,
respectively, such that the sufficient and necessary condition in
Theorem 1, i.e., εδk < 1, is satisfied for every ε.

The results are illustrated in Fig. 7. Obviously, the larger the
residual coefficient, the larger is the aggregate power consump-
tion, which coincides with the intuition since larger power will
be paid to overcome larger residual error. Besides, with the in-
creasing delay bound, the residual coefficient has a decreasing
influence on aggregate power consumption. Since there are less
parallel UEs with increasing delay bound, the influence of resid-
ual coefficient will gradually diminish.

D. Approximation Ratio

For RMDLPSI-k SIC, to compute the approximation ratio,
we have to find the optimal solution. To speed up, we find it
using a heuristic algorithm. The heuristic algorithm is in fact a
stochastic descent algorithm as follows. Starting from the UE
scheduling strategy output by Algorithm 3, we first compute

TABLE III
PERFORMANCE COMPARISON USING ALGORITHM 1

AND CPLEX (UNIT: ms)

the optimal power consumption of the given strategy, which
is the sum of the minimum power consumption in every time
slot. The minimum power consumption in any time slot can be
known by a simple brute-force search. Second, we randomly
choose two UEs and exchange their positions in the scheduling
strategy, and then, compute the minimum power consumption of
the newly generated scheduling strategy. If it is lower, the newly
generated UE scheduling strategy is accepted, otherwise, it is
discarded. The process continues iteratively until the aggregate
power consumption is convergent.

The approximation ratios for some typical cases are listed in
Table II. We also list the approximation ratio upper bound given
by Theorem 4.2. Obviously, the actual approximation ratios are
far below the upper bound values in all cases.

E. Algorithm Complexity

In general, it has high time complexity to solve RMLPSI-k
SIC with the conventional optimization-based methods, because
formulation (1) is a MINP problem. By presenting the structural
characteristics of the optimal solution, just as those revealed
by Theorem 1 and Lemma 4, solving can be accelerated. So,
the complexity of our algorithm must be greatly simplified than
those based on general optimization algorithms. In order to show
the advantage of our algorithm, we take RMLPSI-k SIC as an
example, and compare the execution time of Algorithm 1 and
the general optimization-based algorithm.

Since formulation (1) is a MINP instead of a convex prob-
lem, solving the problem using a popular optimization tool like
CPLEX is experimentally proved unfeasible. Therefore, for hav-
ing a feasible comparison, we first run Algorithm 1 and find the
optimal UE scheduling strategy. Then, given the optimal UE
scheduling strategy, the RMLPSI-k SIC, which is now a lin-
ear programming problem, can be found by CPLEX. In the last
step, we compare its execution time with that of Algorithm 1.
Although the comparison is unfair for Algorithm 1, the exper-
imental results still show that Algorithm 1 takes far less time
than the optimization-based algorithms. The time performance
for some typical cases is listed in Table III. For every experimen-
tal case parameterized by the combination of frame length and
residual coefficient, the execution times using Algorithm 1 and
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CPLEX are listed, where the value in the bracket is for CPLEX.
According to the result, the execution time of Algorithm 1 is
around 20 ms, and that of CPLEX is around 230 ms when the
optimal UE scheduling strategy is given. So, we can conclude
that the time for the traditional searching algorithm to solve
RMLPSI-k SIC is much longer than that of Algorithm 1.

VIII. CONCLUSION

This paper focuses on the tradeoff between power consump-
tions and real-time performance requirements of uplink trans-
missions for imperfect SIC-based wireless networks. We solve
this problem by developing optimal power scheduling algo-
rithms. Our conclusions are as follows: 1) under a given suffi-
cient and necessary condition, the problem is solvable in O(n2)
time in the case of continuous transmit powers, and an opti-
mal power scheduling strategy is obtained in this paper; 2) the
requirement of real-time performance has a major impact on
power consumption than other factors, such as the number of
simultaneous transmitters supported by imperfect SIC receiver;
and 3) under the same given condition, the problem in the case
of discrete transmit powers can be solved by an approximation
algorithm with time complexity of O(n2).

Although the power-domain NOMA is proposed for improv-
ing spectral efficiency, it is also suitable for delay-bounded appli-
cations in IWNs. By fine-grained power scheduling, low-power
consumption performance under given delay guarantee can still
be provided, which makes power-domain NOMA an ideal choice
for IWNs.

APPENDIX

A. Proof of Lemma 2

Proof. Since
(
X̂

(r)
r , X̂

(r)
r−1, . . . , X̂

(r)
1

)
is r-PTSI. X̂

(r)
j =

γ(
∑j−1

i=1 X̂
(r)
i + ε

∑r
i=j+1 X̂

(r)
i + n0). Therefore, X̂

(r)
j+1 =

γ+1
γε+1X̂

(r)
j , i.e., r-PTSI is a geometric sequence.

In (2c), by substituting X̂
(r)
i with

(
γ+1
γε+1

)i−1
X̂

(r)
1 , X̂(r)

1 =
γn0

δr−1−γ
∑r−2

i=0 δi
, where δ = γ+1

γε+1 and r ≥ 2. So, X̂(r)
i > 0 holds

for ∀i ∈ [1, r], if and only if γn0

δr−1−γ
∑r−2

i=0 δi
> 0, or equivalently

εδr < 1. In all, r-PTSI exists if and only if εδr < 1. �

B. Proof of Lemma 3

Proof. 1) With the Gaussian elimination, the matrix A can
be transformed into the upper triangular matrix B using an el-
ementary row transformation matrix Tr×r. Besides, since all
diagonal elements of A are 1 while all of the lower off-diagonal
elements of A are negative, Tr×r is thus non-negative, which
can be directly obtained from Gaussian elimination.

Furthermore, because Tr×r is a non-negative elementary row
transformation matrix, and all elements of A in the upper diag-
onal are negative, bij ≤ 0 holds for all bij in B.

2) Sufficiency. If εδr < 1, r-PTSI exists. For convenience,
r-PTSI is denoted by X̂(r). Since AX̂(r) = N and Tr×r is an
non-negative elementary row transformation matrix, BX̂(r) =
TN > 0. Further, since X̂(r) > 0 and bij ≤ 0 for all bij in B,
ai > 0 holds for all i ∈ [1, r − 1].

Necessity. If ai > 0 for all i ∈ [1, r − 1], we can find a unique
positive solution to equalities BX = TN as follows.

Denote TN = (c1, c2, . . . , cr)
T . The unique solution X =

(Xr, Xr−1, . . . , X1)
T to the equalities BX = TN is ob-

viously
(

cr
ar−1

,
cr−1−Xrb(r−1)r

ar−2
, . . . , c1 +

∑2
i=r γXi

)T

. Since

X > 0 and AX = N , εδr < 1 holds based on Lemma 2.
3) Because Tr×r is a non-negative elementary row transfor-

mation matrix, any vector X satisfying AX ≥ N also satisfies
BX ≥ TN . Besides, any vector X satisfying AX = N also
satisfies BX = TN .

Since X̂(r) satisfies the equations BX̂(r) = TN , B
(
X −

X̂(r)
) ≥ 0 for any vector X satisfying AX ≥ N . The last ele-

ment of the vector B
(
X − X̂(r)

)
is ar−1

(
Xr − X̂

(r)
r

)
, Xr ≥

X̂
(r)
r thus holds because ar−1 > 0 andB

(
X − X̂(r)

) ≥ 0. Sim-

ilarly, Xr−1 ≥ X̂
(r)
r−1 also holds because ar−1 > 0, ar−2 > 0,

b(r−1)r ≤ 0, and B(X − X̂(r)) ≥ 0. Iteratively, since ai > 0
for any i ∈ [1, r − 2], all bij ≤ 0 for any i ∈ [2, r − 2] and j ∈
[3, r], Xi ≥ X̂

(r)
i for any i ∈ [1, r − 2]. Therefore, X ≥ X̂(r).

4) Assume ∃i ∈ [1, r − 1] such that ai ≤ 0. Using a similar
proof as 3, pi < 0 must be true to ensure the existence of solu-
tions to AX ≥ N , which leads to contradictions. �

C. Proof of Theorem 1

Proof. 1) Sufficiency. If εδr < 1, based on Lemma 3,∑r
i=1 Xi ≥

∑r
i=1 X̂

(r)
i holds for any feasible solution

(
Xr, Xr−1, . . . , X1

)
to MPAr PT. Therefore,

∑r
i=1

̂X
(r)
i

G′
i

≤
∑r

i=1
Xi

G′
i
, where {G′

1, G
′
2, . . . , G

′
r} is any permutation of

{G1, G2, . . . , Gr}.
Since X̂

(r)
r ≥ X̂

(r)
r−1 ≥ · · · ≥ X̂

(r)
1 and Gr ≥ Gr−1 ≥ · · · ≥

G1, based on the ordering inequality theorem, we know that
∑r

i=1

̂X
(r)
i

Gi
≤ ∑r

i=1

̂X
(r)
i

G′
i

.
Combining the above two inequalities together, we get

∑r
i=1

̂X
(r)
i

Gi
≤ ∑r

i=1
Xi

G′
i
. Since

(
̂X

(r)
r

Gr
,

̂X
(r)
r−1

Gr−1
, . . . ,

̂X
(r)
1

G1

)
is a fea-

sible solution to MPAr PT, and {Xr

G′
r
, Xr−1

G′
r−1

, . . . , X1

G′
1
} represents

any feasible solution to MPAr PT,
(

̂X
(r)
r

Gr
,

̂X
(r)
r−1

Gr−1
, . . . ,

̂X
(r)
1

G1

)
is

thus the optimal solution to MPAr PT.

Necessity. If
(

̂X
(r)
r

Gr
,

̂X
(r)
r−1

Gr−1
, . . . ,

̂X
(r)
1

G1

)
is the optimal solution

to MPAr PT, AX̂(r) ≥ N holds, and BX̂(r) ≥ TN > 0.
We now prove the necessity by contradiction. Assume there

is an l ∈ [1, r − 1] which satisfies al ≤ 0, and ah ≥ 0 for all
h ∈ [l + 1, r − 1]. Since for all bij in B, bij ≤ 0 holds based on

Lemma 3.1. On the other hand, to satisfy BX̂(r) > 0, X̂(r)
h > 0

for any h ∈ [l + 1, r] and X̂
(r)
l < 0 must hold simultaneously,

which contradicts with the prerequisite X̂(r) > 0.
2) It follows from Lemma 3.2 and Lemma 3.4. �

D. Proof of Lemma 4

Proof. Based on the pigeonhole principle, for the optimal
power scheduling strategy, assume there is a slot S1 which has
less than �n/L	 parallel UEs; there must exist another slot S2
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satisfying |S2| ≥ 2 + |S1|, where |S1| is the cardinality of S1.
If the user which is decoded first in S2 is moved to S1, a new
power scheduling strategy will thus come into being. Based on
Theorem 1, since X̂

(r)
i < X̂

(r)
i+1 for any i ∈ [1, r − 1], the ag-

gregate power consumption of the new-formed scheduling strat-
egy is less than that of the optimal one, which contradicts the
optimality.

Similarly, there could not be a slot which includes more than

n/L� UEs. Therefore, Lemma 4.1 is proved.

To prove Lemma 4.2, assume there are q slots each of
which has �n/L	 users. Since q�n/L	+ (L− q)
n/L� = n,
q = L
n/L� − n holds. �

E. Proof of Theorem 2

Proof. Sufficiency. 1) Based on the construction of
GH(n, k, L), and the mapping scheme that the edge (ui, Thj)
means that ui will be scheduled in slot h, any feasible UE
scheduling strategy satisfying Lemma 4 can be mapped to a max-
imal matching of GH(n, k, L), and vice versa. In other words,
feasible UE scheduling strategies and the maximal matchings of
GH(n, k, L) have a one-to-one mapping.

2) For the edge (ui, Thj) in GH(n, k, L), based on Theorem

1, x̂j

Gi
is the minimal transmit power allocated to ui if its decod-

ing phase is j. Based on the above conclusions, for any max-
imal matching of GH(n, k, L), its weighted sum is nM −A,
where A is the minimum aggregate power consumption of all
UEs for the corresponding scheduling strategy. So, the MWM of
GH(n, k, L) is the optimal solution to RMLPSI-k SIC, which
is just the function of the tenth line in Algorithm 1.

Necessity. For any feasible scheduling strategy of the
RMLPSI-k SIC problem, there must be a slot where there are at
least 
n/L� UEs. For this slot, based on Theorem 1.2, there is
no feasible power allocation strategy if εδ
n/L� ≥ 1. �

F. Proof of Theorem 3

Proof. Let A = {X̂(�n/L	)
1 , X̂

(�n/L	)
2 , . . . , X̂

(�n/L	)
�n/L	 } and

B = {X̂(
n/L�)
1 , X̂

(
n/L�)
2 , . . . , X̂

(
n/L�)

n/L� }. We construct a se-

quence which includes all elements of A for L
n/L� − n times,
and all elements of B for L− L
n/L�+ n times. Then, the se-
quence is sorted in ascending order. For convenience, denote the
sorted sequence as 〈c1, c2, . . . , cn〉, and let 〈b1, b2, . . . , bn〉 =
〈 1
Gn

, 1
Gn−1

, . . . , 1
G1

〉. Then, the output of Algorithm 2 is the op-
timal solution to the following problem:

min
{Xij}

∑

i,j=[1,n]

Xijcibj

s.t. Xij ∈ {0, 1}
∑

i=[1,n]

Xij = 1 ∀j ∈ [1, n]

∑

j=[1,n]

Xij = 1 ∀i ∈ [1, n].

(5)

Based on the ordering inequality theorem, the optimal solution

to (5) is {Xij} where Xij =
{1 if i = j

0 if i �= j
. Since the output

of Algorithm 2 is constructed to be consistent with the optimal
value of {Xij}, Algorithm 2 outputs an MWM of GH(n, k, L).

G. Proof of Theorem 4

Proof. 1) WLOG, assume u1, u2, . . . , ur, where r ≤ k, are
scheduled simultaneously in one slot. Therefore, for

∀l ∈ [2, r − 1],
Gl[[tp

(ργ)
l ]]

∑l−1
i=1 Gi[[tp

(ργ)
i ]] + ε

∑r
i=l+1 Gi[[tp

(ργ)
i ]] + n0

≥ Gl[[tp
(ργ)
l ]]

ρ(
∑l−1

i=1 Gitp
(ργ)
i + ε

∑r
i=l+1 Gitp

(ργ)
i + n0)

≥ ργ

ρ

= γ,
G1[[tp

(ργ)
1 ]]

∑r
i=2 Gi[[tp

(ργ)
i ]] + n0

≥ Gl[[tp
(ργ)
l ]]

ρ(
∑r

i=2 Gltp
(ργ)
i + n0)

≥ γ,

and Gr[[tp
(ργ)
r ]]

ε
∑r−1

i=1 Gi[[tp
(ργ)
i ]]+n0

≥ Gr [[tp
(ργ)
r ]]

ρ(ε
∑r−1

i=1 Gitp
(ργ)
i +n0)

≥ γ be-

cause tp
(ργ)
i ≤ [[tp

(ργ)
i ]] ≤ ρtp

(ργ)
i for ∀i ∈ [1, r]. There-

fore, ([[tp
(ργ)
1 ]], [[tp

(ργ)
2 ]], . . . , [[tp

(ργ)
r ]]) is a feasible solution to

RMDLPSI-k SIC in the slot. Since the same proof is valid
for other slots, Algorithm 3 outputs a feasible solution to
RMDLPSI-k SIC.

2) WLOG, we still assume that u1, u2, . . . , ur, where
r ≤ k, are scheduled simultaneously in one slot. Since
tp

(ργ)
i ≤ [[tp

(ργ)
i ]] ≤ ρtp

(ργ)
i for ∀i ∈ [1, r],

∑r
i=1[[tp

(ργ)
i ]] ≤

ρ
∑r

i=1 tp
(ργ)
i .

Denoting the optimal solution to RMDLPSI-k SIC in the

slot as (t̂p
(γ)

1 , t̂p
(γ)

2 , . . . , t̂p
(γ)

r ) and that to RMLPSI-k SIC as

(tp
(γ)
1 , tp

(γ)
2 , . . . , tp

(γ)
r ),

∑r
i=1 t̂p

(γ)

i ≥ ∑r
i=1 tp

(γ)
i holds since

t̂p
(γ)

i ≥ tp
(r)
i for ∀i ∈ [1, r].

For tp
(γ)
i , ∀i ∈ [1, r], if we allocate power ρitp

(γ)
i to ui,

(ρtp
(γ)
1 , ρ2tp

(γ)
2 , . . . , ρrtp

(γ)
r ) is a feasible solution to RMLPSI-

k SIC with the decoding threshold being ργ. Therefore

r∑

i=1

tp
(ργ)
i ≤

r∑

i=1

ρitp
(γ)
i ≤ ρr

r∑

i=1

tp
(γ)
i . (6)

Since (6) is always satisfied for any value of r where

r ≤ 
n/L�,
∑n

i=1 tp
(ργ)
i

∑n
i=1 tp

(γ)
i

≤ ρ
n/L�. Therefore,
∑n

i=1[[tp
(ργ)
i ]]

∑n
i=1

̂tp
(γ)
i

≤
ρ(
n/L�+1).

�
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