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ABSTRACT

Fossil fuels are undoubtedly important, and drilling technology plays an important role in realizing fossil
fuel exploration; therefore, the prediction and evaluation of drilling efficiency is a key research goal in
the industry. Limited by the unknown geological environment and complex operating procedures, the
prediction and evaluation of drilling efficiency were very difficult before the introduction of machine
learning algorithms. This review statistically analyses rate of penetration (ROP) prediction models
established based on machine learning algorithms; establishes an overall framework including data
collection, data preprocessing, model establishment, and accuracy evaluation; and compares the effec-
tiveness of different algorithms in each link of the process. This review also compares the prediction
accuracy of different machine learning models and traditional models commonly used in this field and
demonstrates that machine learning models are the most effective technical means in current ROP
prediction modeling.

© 2024 The Authors. Publishing services by Elsevier B.V. on behalf of KeAi Communications Co. Ltd. This
is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/

40/).

1. Introduction

Deeply buried fossil fuels (oil and gas) are an important part of
the current world energy supply. Drilling is the most critical link in
the petroleum industry as it is the only technical method to realize
underground exploration and development. The drilling process is
complex, in general, as shown in Fig. 1, the rotary table or top drive
from the drilling rig drives the drill bit to reach the target position
through complex formations. During the whole process, the drill
string (including drilling pipes, and bottom hole assembly) is
responsible for power transmission, and the circulation system
(composed of a mud pump, mud pit, and solid control systems) is
mainly responsible for maintaining the stability of the wellbore,
cooling the drill bit and transporting cuttings.

Drilling cost accounts for 50%—80% of the total cost of explora-
tion and development (Sun, 2006). In the face of complex and
unknown geological environmental conditions, to achieve overall
control of the whole drilling process, relevant parameters must be
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collected during the drilling operation. However, because many
fields are involved, such as geology, materials, machinery, me-
chanics, and fluids, it is extremely difficult to analyze more than
100 kinds of coupled real-time monitoring parameters, which leads
to the frequent occurrence of drilling accidents (Gan, 2019).

In the evaluation system of drilling efficiency, the rate of
penetration (ROP) is the most commonly used index for the high-
precision prediction, control, and optimization of drilling effi-
ciency (Barbosa et al., 2019); thus, the ROP must be kept within a
reasonable range to ensure the smooth progress of the drilling
process (Najjarpour et al., 2022). In the current common ROP
models, theoretical models and statistical models are limited by
complex boundary conditions, such as complex combinations
among drilling parameters, equipment, and formations, all of them
will impact ROP, and the same parameter may have significantly
different effects in different drilling wells, and such flexible impact
can hardly reflect in the fixed traditional models. Numerous influ-
encing factors and a high degree of nonlinear coupling between
different factors, and the accuracy and adaptability of ROP predic-
tion are not guaranteed in most cases (Li et al., 2021a).

Therefore, machine learning models capable of high-accuracy
nonlinear fitting are considered reasonable alternatives for
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Fig. 1. Drilling process schematic (Gan et al., 2019a, b).

predicting the ROP (Soares and Gray, 2019; Brenjkar and Biniaz
Delijani, 2022), and an increasing number of researchers pay
more attention to this area. A typical machine learning model can
be divided into three parts, including input parameters, core model,
and output parameters, and the ROP is undoubtedly the regular
output parameter. As for input parameters, present researchers
preferred to select 6 to 8 technical parameters and 2 geological
parameters (Section 2.2 for details) as the input parameters. For
core modeling methods, despite the usage of ensemble algorithms
increasing in recent years, single algorithms are still widely used by
80% of researchers (Section 4.1 for details), where artificial neural
network and support vector machine occupy the greater propor-
tion (over 75%). To reduce time consumption in training models,
over 50% of researchers introduced optimization algorithms to find
the suitable internal structure quickly. According to the proposed
prediction accuracy, the machine learning algorithm significantly
improves ROP prediction accuracy to over 90% (Sections 4.3 and 4.4
for details).

However, the research and development of machine learning
models in the current drilling industry are too individualized, and
there are obvious differences in the parameters, modeling pro-
cesses, and modeling algorithms used by different researchers to
build models, which sets up an immense barrier to the production
application and commercial rollout of machine learning models.
Specifically, the application barriers are mainly reflected in the
following areas: 1) the number and range of input parameters used
to build the model vary greatly and lack of explanation of the se-
lection reason; 2) the focus on the model structure was significantly
greater than how it was established and applied; 3) obvious dif-
ferences in applied formation conditions; and 4) unpublished
datasets due to strict data confidentiality requirements.

Accordingly, this paper presents a systematic and rule-based
review of the parameters, modeling processes, and modeling al-
gorithms used in recent years to build ROP prediction machine
learning models and compares the computational differences and
prediction accuracy of different algorithms. The results demon-
strate that machine learning models can significantly improve the
accuracy of ROP prediction and are a powerful tool to promote
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efficient and intelligent fossil fuel exploration operations.
2. Data collection
2.1. Target area

As a complex application system, there are a large number of
factors that will affect the ROP performance. And geo-related pa-
rameters are important factors that cannot be ignored. The pa-
rameters of depth and geo-location are selected here to represent
the impact of different formations on ROP prediction. It should be
noted that the statistics here were not complete, because some of
the papers did not indicate the location and depth of the drilling
data source due to confidentiality requirements.

As shown in Fig. 2(a), a total of 63 papers provided explicit geo-
location, in which there is more data collected from onshore dril-
ling (48 samples), to a certain extent that the onshore drilling can
achieve high-precision predictions more easily than offshore dril-
ling. In terms of the depth (Fig. 2(b)), most of the researchers uti-
lized a stable period of data to establish a prediction model, the
data source of over 50% of papers were selected from depths from
1000 to 3500 m. As for the geo-location, as shown in Fig. 2(c) and
(d), the data for offshore drilling were reactively evenly distributed
in the China Sea, Persian Gulf, and Mexico Gulf, while the data for
onshore drilling were mainly collected from China, Iran, and the
United States. The data source here almost covers the main areas of
oil and gas drilling globally, therefore the proposed ROP prediction
performance was convincing and can be applied to most areas in
the future.

2.2. Parameter types

Determining the appropriate input parameter type is the first
step in establishing an accurate ROP prediction model, but there are
obvious differences in the selection of modeling parameters for
different models. For example, some researchers used 19 parame-
ters to build a model (Abbas et al., 2019), and some researchers
achieved accurate prediction using only two parameters
(Yuswandari et al., 2019). Statistics reveal that at least 59 different
parameters have been selected for ROP prediction modeling, as
summarized in Table 1; 32 types of technical parameters and 27
types of geological parameters have been selected.

Early ROP prediction models only used technical parameters
(Barbosa et al., 2019), but later studies found that the introduction
of geological parameters could significantly improve the prediction
accuracy of the model (Bezminabadi et al., 2017) and reduce the
need for data samples (Hegde et al., 2017). However, due to the
difficulty in obtaining accurate geological parameters, the number
of geological parameters used in the current ROP models is signif-
icantly less than the number of technical parameters. As shown in
Fig. 3(a), at least 50% of researchers (data comes from the statistics
of 110 references) have used 5—8 technical parameters and no more
than four geological parameters (averages of six and two, respec-
tively) for modeling. From the details of the specific parameter
types, as shown in Fig. 3(b) and (c), the top eight most frequently
used technical parameters are WOB, RPM, Q, well depth, MW, SPP,
T, and MV. The corresponding geological parameters with the
highest usage frequency are only UCS and PPG because these two
parameters characterize the strength of the rock.

Considering the collection time and modeling availability of the
parameters listed in Table 1, the parameters can be divided into 6
groups. As shown in Fig. 4, the most direct difference is that the
technical parameters can be used for establishing a prediction
model without any calculation or experiments, however, none of
the geological parameters can be used directly, despite some of
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Fig. 2. Depth and geo-location distribution in this ROP prediction review ((a): distribution between onshore and offshore drilling; (b): distribution between depth statistics; (c)/(d):

geo-location distribution for offshore and onshore drilling locations).

Table 1
Parameter categories selected for ROP modeling in recent years.

Parameter categories  Parameter types, abbreviation®

Operational Technical

Well depth; well diameter; weight on bit, WOB; rotation speed, RPM; mud flowrate, Q; stand pipe pressure, SPP; torque, T; rotary time; incline

angle, INC; azimuth angle, AZI; hook load, HL; differential pressure

Fluid Technical

Mud weight, MW; mud viscosity, MV; equivalent circulating density, ECD; gel strengths; yield point, YP; mud temperature, TEMP; solid content,

SC; filter loss, FL; fluid type; lag time; Reynolds number, R; mud tank volume; PH

Tool Technical

Bit wear; bit hydraulics; bit types; bit structure; nozzle diameter; tool description; collar size

Mechanical Geological Uniaxial compressive strength, UCS; pore pressure gradient, PPG; formation drillability; formation abrasiveness; internal cohesion; internal
friction angle; formation stress; vertical stress; formation brittleness; tensile strength; anisotropy index; Young's modulus; maximum horizontal
stress; minimum horizontal stress; shear failure gradient; Poisson's ratio

Physical

Geological Seismic wave speed; formation porosity; gamma ray, GR; formation density; rock quality designation, RQD; formation structure; formation type;

formation content; resistivity; shale index; water content; permeability

2 (only some of the conventional abbreviations are listed here).

them (such as physical parameters) can be obtained during drilling
from LWD (logging while drilling). Before introducing to prediction
model, all the geological parameters need to be processed (for
example, the inversion or mechanical tests from the laboratory).
The complexity was one of the main reasons why geological pa-
rameters are rarely used currently.

In terms of the collecting time, the parameters that can be
collected during drilling are the most suitable parameters for
establishing a prediction model, because they contain the most
accurate information for the drilling at that time. And the top eight
most frequently used technical parameters all belong to this cate-
gory. For those parameters that accurate value only can be obtained
after drilling (including UCS and PPG), they usually were intro-
duced for evaluating ROP performance when designing in a similar
area.

Notably, some studies have demonstrated that there is an upper
limit on the number of modeling parameters (approximately 4—6)
of an ROP prediction model. Before reaching the upper limit,
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increasing the types of input parameters can significantly improve
the prediction accuracy of the machine learning model and reduce
the training time (Ansari et al., 2017; Eskandarian et al., 2017;
Ahmed A. et al, 2019; Ashrafi et al., 2019; Sabah et al., 2019;
Mehrad et al., 2020; Li et al., 2021a); however, after exceeding the
upper limit, new input parameters do not result in further
improvement in the prediction accuracy (Ansari et al., 2017;
Eskandarian et al., 2017; Ashrafi et al,, 2019; Sabah et al., 2019;
Mehrad et al., 2020; Li et al.,, 2021a), as shown in Fig. 5. Moreover,
research indicates that the magnitude of the upper limit is associ-
ated with the correlation between the parameter and ROP (Liu
et al.,, 2021).

In terms of the minimum number of input parameters required
for accurate modeling, studies have indicated that the needed
number decreases with the increasing correlation between pa-
rameters and ROP (Li et al., 2021a). As shown in Fig. 6 in the actual
test dataset, when input parameters have a high correlation with
ROP (correlation >0.6), no more than 6 parameters (regardless of
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Fig. 6. Minimum number of input parameters for accurate modeling with different correlations between parameters and ROP (result data and modeling data was collected from

South China Sea (Li et al,, 2021a, d)).

the parameter types) can obtain accurate prediction results, while if
the correlation is reduced to lower than 0.3, at least 9 to 11 input
parameters will be required to achieve similar accuracy.

2.3. Dataset size

In addition to the type of modeling parameters, the accuracy of
the ROP prediction model is affected by the size of the modeling
dataset. Due to the efficient use of data, the amount of data required
by a machine learning model to achieve the same ROP prediction
accuracy as a statistical regression model is decreased by 70%—80%
(Hegde et al., 2017), and with an increase in the amount of data, the
prediction accuracy of an ROP machine learning model could be
further improved (Hegde et al., 2017; Soares and Gray, 2019).
Similar to the selection of input parameters, the dataset sizes used
by different researchers are very different. The largest dataset
comes from decades of collection in four regions, and the sample
size is close to two million pieces of data (1,964,436 samples) (Zhu,
2021). In contrast, some researchers have pointed out that a min-
imum of 10 data points is already enough to yield satisfactory ROP
prediction results (Soares and Gray, 2019).

For the dataset size distribution, based on the statistics shown in
Fig. 7, more than 70% of the researchers used no more than 10,000
samples of data, 51.7% of the researchers used datasets between
1000 and 10,000 samples (median of 3250), 20.7% of the re-
searchers used datasets with 100 to 1000 samples (median of 315),
and datasets of other sizes were used less frequently. The possible
reasons are as follows: 1) the prediction accuracy and generaliza-
tion performance are not reliable when datasets that are too small
(sample size <100), 2) for large datasets (sample size >10,000), it is
not easily obtained for a single prediction.

O
3

4 samples
Median = 877376

10° 6 samples
Median = 16824 30 samples.
Median = 3250

12 samples
Median = 315

6 samples
Median = 78

Dataset size distribution
2

>10° [104,109 110104 1102107 <10

Dataset size classification

Dataset size [10° 10%],
51.7%

3. Data preprocessing
3.1. Data cleaning

During the whole drilling process, due to the temporary failure
of sensors and other reasons, the data collected on-site may be
missing or incorrect to varying degrees (Zhu, 2021). The purpose of
data cleaning is to eliminate the serious impact of missing data or
errors on the accuracy of machine learning models before modeling
(Qi, 2020).

Deletion and filling are common methods for addressing
missing data. When the dataset is large enough, direct deletion of
the rows with missing data is a common solution (Brenjkar et al.,
2021; Fan et al., 2021; Encinas et al., 2022), but this could cause
other data in rows with missing data to be lost and changes in the
overall data structure, which may lead to the loss of key informa-
tion, thus resulting in prediction results that do not match the
actual results (Qu, 2021). When the size of a dataset is limited,
researchers can fill in the missing values through numerical filling
or regression filling. The conventional practice of numerical filling
is to determine the filling window before and after the missing data
and fill in the values according to a valid data value or mode (the
value that appears most often in a set of data) before and after the
missing data (Zhu, 2021). Regression filling uses existing data to
construct a regression equation to fill in missing values (Zhu, 2021;
Encinas et al., 2022). The choice of the type of regression equation
depends on the basic characteristics of the data to be filled.
Currently, the most commonly used regression equations are cubic
spline interpolation (Diaz and Kim, 2020) and cubic Hermite
interpolation (Gan et al., 2019b; Gan, 2019).

To compare the filling effect, experiments were carried out

Dataset size [10%, 10°],
10.3%
‘ Dataset size > 10°

6.9%

Dataset size < 107,
' N
Dataset size [102, 10°],

20.7%

Fig. 7. Dataset size distribution (a) and proportion (b) in ROP prediction.
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Fig. 8. Data imputation example for different methods (data were collected from the South China Sea (Li et al., 2021a)).

based on a group of 100 consecutive actual ROP samples collected
from the South China Sea (Li et al., 2021a). Then, 30 actual samples
were randomly deleted and replaced by the value calculated from
four different imputation methods. As shown in Fig. 8, to select a
suitable method for data imputation, the following three situations
should be considered:

e Situation 1: When the missing point is not a valley or a peak and
the data trend has no obvious turning, such as the green area in
Fig. 8, each method proposed can obtain acceptable filling
results;

Situation 2: When large peaks (or valleys) are missing, espe-
cially when the missing data are outside the data fluctuation
range, as shown in the red area in Fig. 8, no method can recover
the correct value. Among the four methods, nearest and mode
imputation were slightly better than the other two methods, as
they can show a small trend of missing values; however, the
trend is not particularly precise.

Situation 3: When the missing peaks (or valleys) are not sharp or
when they do not fluctuate within the mean range, as shown in
the blue area in Fig. 8, mode imputation is the only method to
obtain the accurate value of missing points.

For the correction of erroneous data, data assimilation for
measurement correction is currently mainly used. When there is a
significant deviation between the measured value and the esti-
mated value due to sensor failure and other reasons, on the premise
of ensuring independence between the measured value and the
estimated value, the following method (Eq. (1)) can be used
(McLaughlin, 2014; Law et al.,, 2015; Geekiyanage et al., 2018;
Encinas et al., 2022):

(1)

where x. is the measurement correction value, xi/x is the
measured/estimated value, and ¢4/0; is the standard error of the
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measured value/estimated value.

3.2. Outlier removal

After data cleaning, a considerable proportion of outliers still
exist in the original data, and the main reasons for these outliers
including human errors (inevitable mistakes during observations
and data collection), equipment malfunctions (failures in the dril-
ling rod or pump), sudden changes in downhole conditions (well-
bore collapse), machine or BHA vibrations, and data transmission
interference. The determination and deletion of outliers are effec-
tive means to improve the accuracy of machine learning models
(Tan, 2019; Zhu, 2021). Studies have shown that the prediction
error after outlier removal is only approximately 10% of the pre-
diction error before deletion (Tan, 2019; Tan et al., 2019).

The core of the outlier removal approach is to determine the
threshold of the data, and the data exceeding the threshold are
regarded as outlier data and deleted. The current conventional
threshold determination methods include the Z score method (the
common threshold is 3 (Al-AbdulJabbar et al., 2020; Elkatatny,
2020; Soares et al., 2020; Fan et al., 2021; Alsaihati et al., 2022),
and some researchers set the threshold to 2 (Soares and Gray, 2019)
or 5 (Hassan et al.,, 2020)), the Tukey method (threshold value is
calculated by the interquartile range (IQR)) (Mehrad et al., 2020; Al-
Abduljabbar et al., 2021; Fan et al., 2021; Alsaihati et al., 2022;
Encinas et al., 2022), and methods based on the original distribu-
tion (OD) (Bani Mustafa et al., 2021) and average deviation (AD)
(Diaz et al., 2019), as shown in Table 2. In addition, because of the
significant correlation between the actual mechanical specific en-
ergy of drilling and UCS, some researchers regard data with a poor
correlation between the mechanical specific energy and UCS as
outliers (Al-Abduljabbar et al., 2021). However, this method is
affected by the field of mechanical specific energy and UCS data
collection. For more complex drilling-related data, a variety of
outlier determination methods can be used. If a sample is deter-
mined to be an outlier by more than half of the methods, the
sample should be deleted (Tan, 2019; Tan et al., 2019).

To clearly show the difference among the methods listed in
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Table 2
Common methods of outlier detection in ROP prediction.
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Methods Threshold calculation Criteria for determining outliers
Z score Z=(x—X)/o 1Z| >2/3/5
Tukey (IQR) IQR = Ps5 — Pyg X; > P75 + 1.51QR or x; < Po5 — 1.51QR

Based on the original distribution
Based on the average deviation

AD =YLl —X|/n

X; = Pgs Or X; < Ps5
xi — X| > 6AD

In the table, x; is the initial value, X is the mean value of the dataset, ¢ is the standard error of the initial dataset, n is the sample number, and Ps/P5s/P75/Pgs are the

5th/25th/75th/95th percentiles.
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Fig. 9. Outlier detection in an actual ROP prediction task with different methods (data were collected from the South China Sea (Li et al., 2021a)).

Table 2, data from a gas well with 2978 actual ROP samples be-
tween 1100 and 4077 m that were also collected from the South
China Sea (Li et al,, 2021a) were introduced. As shown in Fig. 9,
except for the average deviation-based algorithm that does not
detect outliers (the initial judgment indicates that the requirement
of 6 is too low), all other algorithms focus on outliers in the areas of
high ROP values. Among them, only a few outliers are detected by
the Z score method. However, the algorithm based on the original
distribution directly determines that some of the data at the
beginning and the end of the entire data interval are outliers, and
the number of outliers is large. The number of outliers determined
by the IQR-based Tukey method is moderate. The ensemble algo-
rithm integrates the characteristics of different algorithms, and its
determination range is close to that of the Tukey algorithm.

3.3. Data filtering

Deleting outliers does not eliminate the data noise caused by the
instability of the monitoring system and other factors, and the
research results indicate that the data fluctuation caused by noise
could significantly reduce the ROP prediction accuracy (Sabah et al.,
2019; Brenjkar and Biniaz Delijani, 2022). The current mainstream
methods for denoising drilling data are divided into moving win-
dow and frequency domain transform methods. For the moving
window method, as shown in Fig. 10(a), a window of specified
length moves over the data, and the data within the window are
calculated and filtered. According to different calculation methods,
the main current moving window methods include the moving
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average filter, i.e., the average value of all data in the window is
used as the filtered data result (Encinas et al., 2022), and the main
parameter affecting the filtering effect is the selected window
length; the envelope filter, i.e., the window includes the entire
dataset, the upper and lower envelopes are drawn according to the
distribution range of the ROP curve, and the filtering result is the
average of the envelopes at the calculated depth (Diaz et al., 2019);
and the Savitzky-Golay (SG) filter, i.e., after performing polynomial
fitting on the data in the moving window, the fitted data are
regarded as the filtered data (Savitzky and Golay, 1964; Ashrafi
et al, 2019; Sabah et al.,, 2019; Brenjkar et al., 2021; Liu et al,,
2021; Zhu, 2021; Brenjkar and Biniaz Delijani, 2022), and the
main parameters that affect the SG filtering effect are the selected
polynomial degree and window size (increasing the polynomial
degree and reducing the window size can reduce the smoothness).

The frequency domain transformation method, as shown in
Fig. 10(b), regards drilling data as a time domain signal with depth
as a scale, converts it into a frequency domain signal, filters (cuts)
the high-order spectrum of the original signal, and then converts it
back to the time domain to achieve the filtering effect. The key to
this method lies in the time-frequency transformation method and
the filter cutoff frequency. Among them, the most common
methods of time-frequency transformation in drilling data filtering
are the Fourier transform (Diaz et al., 2018; Zielinski, 2021) and
wavelet transform (Gan et al.,, 2019a; Gan et al., 2020; Li et al,,
2021b, c). The difference between them is the basis function, i.e.,
a trigonometric function of infinite length is used in the Fourier
transform and a wavelet basis of finite length that can decay is used
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Fig. 10. Data filter principle of moving sliding windows (a) and frequency transforms (b).

in the wavelet transform, as shown in Eq. (2).

(oo}

Fw) — J F(Ob(t)dt

—00

(2)

e~W! Fourier transfrom
(t—1)
w( .

where w is the frequency, b(t) is the basis function, ¥(t) is the basic
wavelet function, « is the wavelet scaling factor, and 7 is the wavelet
translation factor.

After frequency domain transformation, the smoothness of the
filter is completely determined by the cutoff frequency of the filter
fe. For drilling data, the cutoff frequency f. is determined by the
number of points (1) considered and the minimum depth of the
sampling interval of the dataset AD, as shown in Eq. (3) (Diaz et al.,
2018).

b(t)

1

va

) , Wavelet transform

1
fe =TAD (3)

The data filtering effects of four common filtering algorithms
based on real data are shown in Fig. 11, which indicates that in the
comparison of the two moving average window methods, the SG
filter can better reflect the volatility of the data when the data
changes are large. For the frequency domain transformation
methods, the Fourier transform reduces the high-frequency fluc-
tuation of the ROP. In the shallow well section (<1800 m) with a
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high ROP, the filtered result is lower than the real value, while in the
deep well section (>3700 m) with a sudden drop in the ROP, an
unrealistically high ROP is obtained after filtering. The wavelet
transform filter is more sensitive to the fluctuation of the ROP. In
sections with significant ROP fluctuations (<1800 m), the fluctua-
tions are also pronounced in the filtered results, and in sections
with less significant ROP fluctuations (>2400 m), smoother filtered
results can be obtained.

3.4. Data normalization

Data normalization is a critical step before machine learning. In
the modeling process, the immense differences in dimension and
order of magnitude among the many monitoring parameters dur-
ing drilling (up to four orders of magnitude, such as 10~1-10%) (Li
et al., 2021a) could mislead the machine learning algorithm when
setting the weight of each parameter, which could lead to enor-
mous errors in the modeling efficiency and accuracy (Liu, 2021; Qu,
2021). However, it should be noted that for some specific machine
learning algorithms (such as decision trees (DTs)), unnormalized
data are better for the visualization of tree growth and the splitting
criteria (Sabah et al., 2019).

The core of data normalization is to dedimensionalize the
original data and scale them to a specified data interval. At present,
in the modeling process of ROP prediction, there are five main
normalization methods, as shown in Table 3. Among them, the
min—max algorithm compresses the sample set to the [0, 1] in-
terval, but recalculation is required when the sample set changes
(especially when the maximum or minimum value changes) (Wang
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Fig. 11. Data filtering in an actual ROP prediction task with different methods.

Common methods of data normalization in ROP prediction.

Method Calculation formula Scaled range

Min—Max Xn = (Xj — Xmin)/(Xmax — Xmin) (0,1]

Z score Xn = (X;—X) /o [-3,3] (after outlier removal)
By a logarithmic function Xn = logyo(X;) /10810 (Xmax) [0,1]

By an arctangent function Xp = 2 arctan(x;)/T [-1,1]

Decimal scaling Xp = x;/10M Depends on m

In the table, Xiin/Xmax iS the minimum/maximum value in the initial dataset, and m is the smallest integer that satisfies the needed scaling condition.

et al., 2018; Abbas et al., 2019; Liu et al., 2019; Youcefi et al., 2020;
Delavar et al.,, 2021; Deng et al., 2021; Liu, 2021); the Z score

method maps the data to a normal distribution with a mean of
0 and a variance of 1, is suitable for datasets with changes, and can
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Table 4

The normalized range from different methods.

Petroleum Science 21 (2024) 3496—3516

Parameters Initial range Min—Max Z score Logarithmic Arctangent Decimal scaling
MW [1.05, 2.02] [0, 1] [-1.26, 2.79] [0.06, 1] [0.52,0.73] [1.05, 2.02]
ROP [0, 45] [0, 1] [-1.84, 2.33] [0.35, 1] [0.83, 0.99] [0, 4.5]
HL [103.4, 167.2] [0, 1] [-2.09, 1.56] [0.91, 1] [0.994, 0.996] [1.03, 1.67]
SPP [681, 3230] [0, 1] [-3, 1.09] [0.81, 1] [0.999, 1] [0.68, 3.23]
Min-Max Z-score Logarithmic
3
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Fig. 12. Data normalization with actual drilling data using different methods.

compress the sample set to the [—3, 3] interval with the deletion of
outlier points (Xiong and Li, 2018; Tan, 2019; Zhu, 2021); the log-
arithmic transformation algorithm limits the range of sample set
compression to [0, 1] but is suitable only if the original data are all
greater than 0 (Zhu, 2021); the arctangent algorithm also maps the
raw data to [0, 1], but the actual interval after normalization could
be smaller (Zhu, 2021); and the decimal scaling algorithm nor-
malizes the data directly by moving the decimal point of the data,
but it is not easy to control the mapping interval of the final result
(Qu, 2021).

Four real parameters with different original ranges are selected
for normalization, including drilling fluid density MW, drilling ROP,
hook load (HL), and SPP. The data range before and after normali-
zation are listed in Table 4, and the normalized curves are shown in
Fig.12. It can be indicated that the min—max and Z score algorithms
can truly preserve the fluctuations in the original data; the algo-
rithms based on logarithmic and arctangent functions are affected
by the order of the original data, i.e., the larger the order of the
original dataset is, the smaller the mapped normalized interval.
Taking HL and SPP with a large range of raw data as an example, the
range is reduced to [0.8, 1] and [0.999, 1] after normalization by the
logarithmic and arctangent functions, respectively, and the latter
can no longer meet the actual application requirements. The scaling
interval of the decimal scaling algorithm is affected by the original
dataset. For example, the scaling effect of the ROP is better than that
of the other parameters. In summary, the min—max and Z score
algorithms can scale the original data to the same interval while
retaining the fluctuation characteristics of the original data, which
is more appropriate for drilling data processing.
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3.5. Feature selection

To better control the drilling process, many parameters are
usually monitored at the drilling site. However, too many param-
eters could dilute the information density contained in the drilling
data (Geng, 2021), which increases the probability of overfitting in
machine learning modeling, making the model less easy to inter-
pret and apply (Eskandarian et al., 2017; Sabah et al., 2019). This is
the main reason why it is necessary to use feature selection to
reduce the dimensionality of the modeling parameters before ROP
modeling. Some studies have demonstrated that after feature se-
lection, the accuracy of the ROP prediction model can be increased
by 25.3%, while the training time can be reduced by 48.9% (Zhu,
2021).

As shown in Fig. 13, the current methods of feature selection can
be divided into two main categories: feature filtering and feature
merging. The core of the feature filter algorithm is to directly delete
the features that are less correlated with the ROP. The conventional
method is to calculate the correlation indexes between each feature
and the ROP, sort the features involved in the selection, and delete
the features with low rankings as irrelevant features. The main
commonly used ranking indicator is currently the correlation co-
efficient (Bezminabadi et al., 2017; Xiong and Li, 2018; Zuo, 2018;
Darbor et al., 2019; Zhao et al., 2019; Kor and Altun, 2020; Elkatatny,
2021; Kor et al.,, 2021). Generally, there are three types of correla-
tion coefficients, Pearson, Spearman, and Kendall methods. Among
the three methods, the Kendall method is more suitable for pa-
rameters with finite data values (which can hardly be found in
drilling data), and the Spearman method is more suitable to
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Fig. 13. Classification of methods used in feature selection for ROP prediction.

represent the data whether the correlation relationship exists,
instead of indicating correlation degree, which can be calculated
from Pearson method. Hence the Pearson method was widely used
in drilling feature selection. To reflect the nonlinear correlation
between parameters, some researchers have used three informa-
tion theory-based indicators, i.e., information gain (Conradie et al.,
2019; Li et al., 2013), mutual information (Gan et al., 2019a, b; Gan,
2019; Leng et al., 2020; Zhang, 2020; Zhou et al., 20214, b; Li et al.,
2021b, ¢), and the maximal information coefficient (Zhang et al.,
2021; Reshef et al., 2011), for filtering.

Another type of feature filter algorithm directly evaluates the
impact of different feature combinations on the ROP prediction
accuracy. Through some replaceable optimization algorithms
(including but not limited to the Fscaret package (Eskandarian et al.,
2017; Abbas et al., 2019), genetic algorithm (GA) (Ashrafi et al.,
2019; Sabah et al., 2019) and GA for multi-objective optimization
(such as the nondominated sorting genetic algorithm II (NSGA-II)
(Mehrad et al., 2020)), different quantities and types of features are
randomly extracted from the original dataset to establish an ROP
prediction model. After modeling, the original features are sorted
based on the prediction accuracy, and the top-ranked features are
selected according to the needs.

The feature merging algorithm does not remove features but
converts all features into a relatively small number of composite
variables (or factors) by calculation, where the calculation process
of each composite variable involves all the original features. The
main types of algorithms currently include principal component
analysis (PCA) (Samaei et al., 2020; Deng et al., 2021; Alsaihati et al.,
2022), and factor analysis (FA) (Xiong and Li, 2018). Although the
number of new variables or new factors is less than that of the
original features, at least 85% of the information of the original
features is still included (Mariani et al., 2021), and the new vari-
ables that are uncorrelated with each other eliminate multi-
collinearity and the prediction error caused by the mutual coupling
between the original features, which is especially effective in
eliminating the correlation between multiple parameters in the
ROP prediction process.

Comparing with different methods for drilling feature selection
was listed in Table 5. For the feature filter, the core is to evaluate
whether the parameters are important or useful (by different

Table 5
Limitations and recommendations for the feature selection method.

calculation methods), keep the suitable parameters, and remove
those inappropriate. Then introducing the selected parameters
directly into the model without dealing with their internal corre-
lation relationship, will lead to potential prediction error. As for
feature merge, both PCA and FA can eliminate the correlation be-
tween parameters, but the information loss (maybe less than 15%)
is the main reason for reducing prediction accuracy. Therefore, the
recommendation for feature selection depends on the number of
features. When there are plenty of features, the correlation be-
tween features should pay more attention and feature merge is the
better choice. On the contrary, the information loss cannot be
ignored when there are fewer features, and feature filter methods
are preferred.

3.6. Data splitting

Through data splitting, the ROP modeling dataset is divided into
a training set and a test set. The training set allows the machine
learning algorithm to grasp the changing patterns of the existing
dataset, and the test set reduces the generalization error when the
model encounters new samples (Zhou, 2016). To ensure the pre-
diction accuracy of the algorithm when faced with new data, the

70:30, 28 papers
30.4%

75:25, 8 papers
8.7%

. 60:40, 4 papers, 4.8%

50:50, 4 papers, 4.8%

90:10, 8 papers
8.7%
80:20, 24 papers
26.1%

85:15, 16 papers
17.4%

Fig. 14. Static data splitting distribution for ROP prediction.
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test set is strictly required to be mutually exclusive with the
training set. Therefore, the ratio of the training set and test set is a
control indicator affecting the accuracy of ROP prediction by ma-
chine learning models (Hegde et al., 2017; Li, 2020).

Based on whether the dataset used by the ROP prediction model
is changed, current data splitting methods are divided into two
modes: static and dynamic. When the dataset remains unchanged,
more researchers tend to use static splitting, according to the sta-
tistics in 92 papers, and more than 73% of the researchers have used
three ratios of 70:30 (30.4%), 80:20 (26.1%) and 85:15 (17.4%) for
data splitting, as shown in Fig. 14. When the original dataset is large
enough, some researchers have even used the extreme ratio of 96:4
(the number of samples in the original dataset of that study is
1,964,436, and the number of samples in the test set is still as high
as 78,577) (Zhu, 2021). However, when the dataset is small, the k-
fold cross validation method is the most popular (Bodaghi et al,,
2015; Zhou, 2016; Ansari et al., 2017; Eskandarian et al., 2017;
Gan et al,, 2019a; Liu et al,, 2019; Fan et al., 2021; Yu et al., 2021;
Alsaihati et al., 2022), and the value of k is usually between 4 and
10. Considering that the ROP is related to the formation, some re-
searchers have classified the original dataset according to the for-
mation characteristics (formation type, rock strength, etc.), and
high prediction accuracy has been achieved (Al-AbdulJabbar et al.,
2019; Liao et al., 2020; Najjarpour et al., 2020; Oyedere and Gray,
2020; Soares et al., 2020).

The dynamic mode is more suitable for building accurate
models when real-time data streams during drilling cause changes
to the modeling dataset. In this mode, the size of the test set is
always fixed, the real-time data are introduced directly into the test
set, and the same amount of old data from the original test set is
moved to the training set. As shown in Fig. 15, the training set is
adjusted in two ways:

1) the size of the training set is maintained (excluding the same
amount of old data after the entry of new data) (Zhou et al,,
2021a, b; Encinas et al., 2022; Zhang et al., 2022, 2023), and
the size of the maintained training set generally can be calcu-
lated from Figs. 7 and 14, where the recommended size was 315
(the median value of dataset size below 1000) x 0.7 (the most
popular distribution for data splitting)=220. Instead of select-
ing a dataset size below 10000, using the dataset below 1000
here is mainly considering the flexibility for model updating.

the training set is expanded (retaining the old data). According
to the expansion method, the training set can be proportionally
expanded; that is, the training set is expanded as a whole after
the size of the new data reaches that of the original test set
(Soares and Gray, 2019; Brenjkar and Biniaz Delijani, 2022). The

~
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training set can be expanded in real-time; that is, the training
set is expanded once with each new piece of data added (Zhou
et al,, 20214, b).

4. Model establishment
4.1. Modeling algorithm selection

The main intelligent algorithms used in the establishment of
ROP prediction models include modeling algorithms and optimi-
zation algorithms. The main task of the modeling algorithm is to
achieve accurate ROP prediction. According to the number of al-
gorithms used, current ROP prediction methods can be divided into
two modes: single algorithms and ensemble algorithms. As shown
in Fig. 16, the current mainstream single algorithm methods are
dominated by k-nearest neighbor (KNN) algorithms, artificial
neural networks (ANNSs), support vector regression (SVR) algo-
rithms, and DT algorithms, and the total usage frequency reaches
80%. The remaining 20% of researchers have started to explore the
application of ensemble algorithms based on bagging, boosting,
and stacking in ROP prediction. Notably, the proportion of
ensemble algorithms has begun to rise in the past two years (2021
and 2022), and its application proportion has reached 44% (11 of
the 25 papers have used ensemble algorithms).

Among the single algorithm methods, ANNs are the most pop-
ular, and they currently occupy the largest share. More than half of
the researchers (51.4%) in all ROP prediction studies have used this
method. The statistics on ANN algorithms used in all ROP prediction
studies (Fig. 17(a)) indicate that the multilayer perceptron (MLP) is
the most frequently used, accounting for 61.1% of all ANN algo-
rithms. In addition, radial basis function neural networks (RBFNNs),
extreme learning machines (ELMs), and adaptive network-based
fuzzy inference systems (ANFISs) are also popular ANN algo-
rithms in ROP prediction, which their usage proportions can reach
15.8%, 8.4%, and 8.4%, respectively.

The second-ranked single algorithm is SVR, which is chosen by
nearly a quarter of researchers (24.3%). SVR for predicting the ROP is
based on a kernel function, as shown in Fig. 17(b), and nearly half of
SVR users (42.1%) believe that the radial basis function (RBF) can
achieve better ROP prediction. For the remaining single algorithms,
the KNN algorithm is used for classification before building a pre-
diction model (Zhou et al., 2021a, b) and is rarely used in ROP
prediction, while the DT algorithm is more often used as the basis
function of ensemble algorithms, with an extremely low usage
frequency as a single algorithm.

According to the different ensemble methods, ensemble algo-
rithms are divided into three types: bagging, boosting, and
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Two types of dynamic data splitting ((a): fixed size for both the training set and testing set; (b): expanding the training set and fixing the testing set).
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Fig. 16. Modeling algorithm selection distributions in ROP prediction.
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Fig. 17. Modeling algorithm selection distributions of ANNs (a) and SVM algorithms (b) in ROP prediction.

stacking. More than half of the ensemble algorithms use bagging
(11.4%), and the most representative algorithm is the random forest
(RF) algorithm obtained by ensembles of multiple DTs. The boosting
algorithm and stacking algorithm have become more popular in
other fields of machine learning in recent years, and the compu-
tational complexity is slightly higher than that of the bagging al-
gorithm. Although most researchers believe that the accuracy of a
single algorithm and the bagging algorithm can meet the current
requirements, the usage frequency of boosting and stacking algo-
rithms is not high, only 6.5% and 1.6%, respectively.

4.2. Optimization algorithm selection

In contrast to modeling algorithms, the goal of optimization
algorithms is to better establish or apply prediction algorithms
rather than building predictive models directly. As the complexity
of current machine learning algorithms increases, optimization
algorithms are increasingly used. According to statistics in 79

Without optimization
36 samples
45.6%

54.4%

With optimizaiton
43 samples

papers, as shown in Fig. 18 left, more than half (43 papers, 54.4%) of
researchers have used optimization algorithms when building
machine learning ROP prediction models. The current optimization
algorithms are based on three main aspects.

o First, the optimization of the internal structure of the specified
machine learning model can allow fast determination of the
hyperparameter values within the algorithm;

e Second, the optimization of the application effect of the estab-
lished machine learning model can allow a fast search for the
model input parameter combination that can achieve the
maximum ROP;

e Third, the optimization of the traditional statistical regression
model can allow an accurate search for the regression
coefficient.

As shown in Fig. 18 right, among the above three aspects, the
optimization of the machine learning structure was widely utilized

For model structure
33 samples, 68.7%

For regression
parameters
2 samples, 4.2%

For model application
13 samples, 27.1%

Fig. 18. Optimization algorithm selection distributions in ROP prediction.
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Table 6
Differences between two major optimization schemes in ROP prediction.

Petroleum Science 21 (2024) 3496—3516

Difference ROP prediction model establishment ROP prediction model application

Optimization  To reduce the training consumption and increase the prediction accuracy To increase the ROP
target

Objective Loss function (defined to evaluate the difference between predicted and actual ROP) ROP prediction model
function

Decision Hyperparameters (such as the number of hidden layers, the weights, and the threshold for each Input parameters of the ROP prediction model (such as
variable neuron in ANN) WOB, RPM, T, and UCS)

in 33 papers, which occupied the largest proportion, reaching
68.7%, while the remaining two directions only account for 27.1%
and 4.2%, respectively. The main difference between the first and
second optimization schemes is the optimization target and
objective function, as listed in Table 6. The distribution of the usage
of optimization methods indicates that the current machine
learning methods for ROP prediction modeling still focus on the
efficient construction of high-precision models, not the practical
application of the models.

The classification of optimization algorithms can be divided into
three categories based on different search methods: exact algo-
rithm, heuristic algorithm, and meta-heuristic algorithm as follows.

e Exact algorithm converts the problem to be solved into a
mathematical planning problem and solves it accurately. It can
obtain the optimal solution in the entire domain. However,
when the variable domain is large, the solution time increases
exponentially. For ROP prediction, an overly complex variable
domain is not suitable;

Heuristic algorithms are problem-specific, and aim to find
approximate solutions within an acceptable time and space
range (not necessarily the global optimal solution). However,
the heuristic algorithm relies too much on the optimization
problem itself, making it less versatile.

Metaheuristic algorithms focus on combining random algo-
rithms and local search to create independent search strategies
derived from related phenomena in nature or social production.
Because the search strategy is problem-independent, current
optimization algorithms focus more on this direction.

Metaheuristic algorithms have developed rapidly in recent
years, and almost all ROP prediction-related optimization algo-
rithms reviewed in this review belong to this category, such as
genetic algorithm (Brenjkar and Biniaz Delijani, 2022), differential
evolution (Brenjkar and Biniaz Delijani, 2022), particle swarm
optimization (Ashrafi et al., 2019), biogeography-based optimiza-
tion (Brenjkar et al, 2021), imperialist competitive algorithm
(Samaei et al., 2020), cuckoo optimization algorithm (Bodaghi et al.,
2015), artificial bee colony (Zhao et al., 2020), whale optimization
algorithm (Youcefi et al., 2020), and beetle antennae search (Li
et al., 2021b), etc.

4.3. Accuracy evaluation indicators

The accuracy evaluation indicator is important for selecting the
most suitable algorithm to predict ROPs among various algorithms.
As listed in Table 7, the current accuracy evaluation indicators for
ROP prediction modeling algorithms can be divided into four
categories.

o First, a certain measure, such as the mean absolute percentage
error (MAPE) and root mean square error (RMSE), is used to
represent the error between the predicted ROP and the real ROP,
and the smaller the measure is, the better the accuracy. These
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indicators can help researchers know the deviation between
predicted ROP and true ROP, which can be used to fix the pre-
dicted value.

Second, when calculating the degree of fit, such as R and R?,
between the prediction results and the real dataset, the evalu-
ation results are usually in [0, 1], and the closer the evaluation
result is to 1, the closer the prediction result is to the true result.
These indicators allow researchers to estimate the accuracy of
the model and provide convenience for comparing prediction
accuracy between different models.

Third, the error distribution of the entire prediction result set,
such as the normalized error rate (NER) and error distribution
(ED), can be calculated. These indicators show the error across
the entire dataset, which can help researchers observe the
prediction error in different depths for ROP, providing direction
for subsequent revisions or improvements of the model.
Fourth, secondary judgment can be used; such as the perfor-
mance index (PI) and the pseudo coefficient of determination
(P_R%), which uses multiple deterministic indicators to achieve
accuracy comparison and judgment between different
algorithms.

According to statistics (Fig. 19), the most commonly used in-
dicators in all current ROP prediction studies are RMSE, R?, MAPE, R,
mean absolute error (MAE), and mean square error (MSE). Among
them, RMSE, MAPE, MAE, and MSE belong to the first category of
evaluation indicators that give the magnitude of the error between
the predicted and actual ROPs, while R? and R belong to the second
category of indicators that give the degree of fit between the pre-
dicted and actual ROP curves. To better demonstrate the prediction
effect, most researchers often choose two or three evaluation in-
dicators and combine the error value and the degree of fit to
evaluate the established model in multiple aspects.

4.4. Comparison among various ROP algorithms

Since there are many types of algorithms, the comparison in this
paper focuses on the comparison of algorithm types. Therefore, in
the following comparison, the single algorithm machine learning
model (MLs), ensemble algorithm machine learning model (MLe),
optimized machine learning algorithm (MLO), traditional statistical
regression algorithm (C), and optimized statistical regression al-
gorithm (CO) are considered.

The key point here is to compare the prediction accuracy, but
various indicators have been used in different papers, as shown in
Fig. 19. The indicators used to evaluate error, such as RMSE or MAPE,
may cause misleading comparisons among papers when there is a
large difference in the actual ROP. Instead, the indicators used to
evaluate the degree of fit, such as R or R, can prevent this problem.
For instance, Al-Abduljabbar et al. (2020) proposed a novel appli-
cation of ANNSs, in which the performance in the test datasets
achieved an R? of 0.93 and an RMSE of 0.062. In another ANN
prediction study, there was a lower RMSE (0.0104) but also a lower
R? (0.86) (Bezminabadi et al., 2017). The indicator of R? is more
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Table 7
Common algorithm evaluation indicators.
Classification Indicators Formula
By evaluating error Mean absolute percentage relative error Y; - Y,
v & P . mapE = 1y Yo Yol 100%
n i=1 Y;
Average percentage relative error -
sep 8 apRe = Ly (o X)) g0y
n i=1 Yl
Symmetric mean absolute percentage error .
smape = 1y (W= ¥ol) g0y
n &~i=1\ (Y; +Yp)
Mean absolute error 1 n
MAE = 570 [Yi = Yo
Maximum absolute error MAEmax = max(|Y; — Yp\)
Root mean square error 1
RMSE = ’/H ST Y- Yp)?
Mean square error 1 o
MSE = S Y=Y
Normalized root mean square error N_RMSE — RMSE /%ZLYI‘
The sum of square error SSE = 330 1(Y; — Yp)?
By evaluating the degree of fit Correlation coefficient R = cov(Y;,Yp) /(ay,0v,)
Coefficient of determination 21 P LY - 3@)2
S (Y —Y)?
Variance account L
vAF = (1= V=Y g0y
var(Y;)
By evaluating the error distribution Normalized error rate X [Yp — i
NER(i) = —Po—
i
Error distribution ED(i) =Yp - Y;
Comprehensive evaluation Performance index PI = (R + VAF /100) — RMSE
Pseudo coefficient of determination* 2 SSEcurrent
P.R? =1 Socurrent
SSEcompare

In the table, Y; is the true value, Y, is the predicted value, Y is the average value of the true values, n is the number of samples, cov(x, y) is the covariance between x and y, and g
is the standard deviation of x.

Counts of selected
evaluation indicators

RMSE R? MAPE R MAE MSE VAF MAE ra SSE APRE N_RMSE PI SMAPE  NER ED

Evaluation indicators

Fig. 19. Usage frequency of different evaluation indicators in ROP prediction.
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Fig. 20. Accuracy statistics for different kinds of ROP prediction models.

reliable, and it is selected here to evaluate the accuracy of the and the comparison results are shown in Fig. 20 middle and right,
algorithms. which indicates that the prediction accuracy of the machine
The collected number of each algorithm is shown in Fig. 20 left, learning model is significantly higher than that of the traditional
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Fig. 21. Five comparisons to evaluate the accuracy of different models.

model. The average degree of fit of the prediction accuracy of the
three machine learning algorithms is greater than 0.8, while that of
the two traditional models is only approximately 0.4. For the ma-
chine learning algorithms, the average prediction accuracy of the
ensemble algorithm (0.91) is higher than that of a single algorithm
(0.81). Notably, although the addition of an optimization algorithm
can improve the training efficiency of machine learning, it does not
necessarily bring about a significant improvement in the prediction
accuracy. This conclusion applies to both machine learning models
and statistical models.

In addition to the prediction accuracy, this paper conducts a
comparison between different types of algorithms. As shown in
Fig. 21, five types of comparisons are carried out as follows:

e ML vs C: The comparison between the machine learning model
(ML) and traditional statistical model (C) reflects the prediction
effect of the machine learning model.

MLs vs MLe: The comparison between single algorithm machine
learning model (MLs) and ensemble algorithm machine
learning model (MLe) reflects whether an ensemble algorithm is
more advanced than a single algorithm.

ML vs MLO: The comparison between the machine learning
model without optimization (ML) and the optimized machine
learning algorithm (MLO) reflects whether the introduction of
the optimization algorithm will increase the prediction
accuracy.

MLO vs C: The comparison between the optimized machine
learning algorithm (MLO) and traditional statistical model (C)
reflects the improvement effect of the high-precision model on
the traditional model.

MLO vs CO: The comparison between the optimized machine
learning algorithm (MLO) and optimized statistical regression
algorithm (CO) reflects whether the optimization of the tradi-
tional model can achieve the same accuracy as the machine
learning model.

To eliminate the difference between different indicators used in
different studies, two unified dimensionless percentage, including
the reduced error rate (RER) and the increased accuracy rate (IAR),
was calculated to characterize the modeling effect for different al-
gorithms, as shown in Eq. (4).
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RER — IE—base - IE—compare « 100%
E—base

| O (4)
IAR — A—compare A—base « 100%
IA—base

where, Ig_pase/IE-compare 1S the base/comparison indicator to indicate
the magnitude of error, such as the RMSE and MAPE, and Ip_pase/Ia-
compare iS the base/comparison indicator to indicate the degree of fit,
such as R? and R.

As none of the reviewed papers (over 110 papers) provided the
original data, therefore the accuracy comparison results in Fig. 22
were calculated from the reporting value in the literature.
Without considering the introduction of the optimization algo-
rithm, compared with the traditional model, the machine learning
model can significantly improve the prediction accuracy, i.e., the
prediction error rate decreases by 65.7% on average compared to
that of the traditional model, and the prediction accuracy is
improved by more than 40% on average (the machine learning
model even improves the prediction accuracy by nearly 1.5-fold,
while the traditional model is less accurate). In terms of the com-
parison between machine learning models, the ensemble algo-
rithm is more accurate than a single algorithm in most cases (the
error rate decreases by an average of 35%, and the degree of fit
increases by an average of 21%), but not absolutely. Some studies
have demonstrated that a single algorithm with an improved in-
ternal structure can achieve higher accuracy than conventional
ensemble algorithms (such as RF).

After considering the introduction of the optimization algo-
rithm, the optimization algorithm does not significantly improve
the prediction accuracy of the machine learning model, and the
improvement is only 6.6%. This small improvement is due to the
already high prediction accuracy of the unoptimized machine
learning models. Comparing the optimized machine learning al-
gorithm with the traditional model, regardless of whether the
traditional model is optimized, the average prediction efficiency of
the machine learning algorithm is significantly improved, and the
average accuracy improvement is as high as 63%, 76%, and even
200%.

Notably, the data in Fig. 22 are not very consistent. For example,
the decrease in the error rate does not match the increase in ac-
curacy because the data sources for comparison come from
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Fig. 22. Accuracy statistics for different kinds of ROP prediction models ((a): the distribution and average value of RER; (b): the distribution and average value of IAR)
(*in the horizontal variable of X/Y, where X is the comparison indicator and Y is the base indicator.).

different papers, and different papers use different parameters, but
the obtained patterns are reliable.

5. Discussion about ML modeling in ROP prediction
5.1. Challenge
(1) Data isolation

Data is the most important core basis for machine learning
applications. With years of technological development, massive
amounts of data have been accumulated in all aspects of the drilling
industry. Typical characteristics of these data include:

e Complex data sources, including pre-drilling data, design data,
construction records, well logging and project management
reports, etc.;

e Timely changing data, and the types and contents of various
data change as the operation progresses. The volume will
expand in real time;

e Low data value density, most of the core information required
for operations needs to be integrated and analyzed to obtain
multiple types of data;

e Diverse data forms, including various static structured tables,
unstructured videos, pictures, reports, and various industrial
data format standards;

e Poor data manageability, various data generation cycles, and
collection methods are different, and there is a lack of a unified
data model for summary and organization.

The above characteristics create obvious data isolation, which
makes researchers difficult to collect similar data in different re-
gions, and the data cannot be shared and utilized efficiently.
Without solid data support, the ML model not only will reduce
prediction accuracy, but also limit the adaptability in actual appli-
cation. It is also the reason that most of the ML models at present
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can only reported useful within a certain region, and few papers
have reported examples of successful prediction across regions.
How to break data isolation under the conditions of data confi-
dentiality requirements is the primary challenge in the current
application of machine learning models.

(2) Model generalization

The essence of machine learning algorithms is data-driven, and
the model accuracy is greatly affected by modeling data. Most
machine learning models perform poorly when faced with un-
trained data sets. However, in a drilling area, facing unknown
stratigraphic structures (especially the complexity of deep strati-
graphic structures combined with abnormal ground temperature,
complex geo-stress, and geological structures), the probability of
encountering data that have never appeared in modeling training
sets is extremely high. Therefore, the requirements for model
generalization and updating are extremely high.

As mentioned in Section 3.6, the generalization performance for
the ROP prediction model at present depends on the test sets from
data splitting, and the evaluation of model generalization perfor-
mance should be divided into four levels based on how to select the
test set. For instance, suppose there is a dataset containing several
wells of actual in the same area, and the four levels can be divided
as follows.

e Level one, mixing all the data from all wells together, then
randomly selecting 30% (or other proportions as shown in
Fig.14) of them to put into a test set. Considering the density and
continuity of drilling data collection, it is likely that there will be
very little difference between a set of consecutive data. If some
of the test data are selected from this consecutive data, the rest
is put into a training set. In this situation, for the model, part of
the test data is already equivalent to the training data, which
will reduce the credibility of the test result and generalization
performance;
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e Level two, based on improved k-fold cross validation, divides the
data of each well in the area into uniform k groups along the
depth, and then the test set consists of a group of data from
different depth intervals of each well. This method can avoid the
problem of extracting test sets from continuous data, and the
resulting generalization performance is more accurate than the
first level. If some of the wells are very close together, the data
from different well sections may be similar, and the problem of
data continuity cannot be avoided;

Level three, selecting one of 10 wells as the test set, and putting
all the remaining 9 wells into the training set. It is the true
method that can represent the generalization performance of
the prediction model in the assuming area;

Level four, uses all data of the assumed area as the training set,
and selects test data from a new well in another area, which the
test result will be the true performance of model generalization.

The generalization performance of most current ROP prediction
models is concentrated at the first and second levels, which is also
the main reason for the limited application of the model. Although
a small number of papers had tested their model in a new well
through dynamic data splitting, it is a weakened version of the third
level, as the data from the new well was also involved in the
modeling. Hence, how to improve the generation performance for
the ML model is a key challenge for future model applications.

(3) Model interpretability

In general, the use of ML models for predicting ROP can receive
good accuracy, however, these models are complex and always
referred to as black-box, which brings difficulties in understanding
its internal structure. As alternatives, some researchers started to
extract the ML model to figure out the influence of each input
parameter. Compared to other ML modeling methods, ANN is not
only the most widely used at present (Fig. 16), but it is also rela-
tively easier to extract. The basic structure of ANN includes the
weights and biases that control the connections between input/
hidden layers and hidden/output layers, hence the established ANN
can be extracted as Eq. (5). According to Eq. (5), researchers have
realized the extracting the ANN focused on the prediction of ROP
(Elkatatny, 2018, 2019; Al-Abduljabbar et al., 2020, 2021), UCS
(Gowida et al., 2021), ECD (Abdelgawad et al., 2019), and formation
pressure (Ahmed O.S. et al., 2019).

N M
Zi:1w2i f Zj:]W]ij+bj

y +b; (5)

Platform

Data
share
Model
share

unification

algorithm

transmision adaptive

Internal
structure

Input
parameters

Fig. 23. Future roadmap for ML model in ROP prediction.
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where y is the output, x is the input parameter, f{x) is the activation
function of ANN, N is the number of neurons in the hidden layer, M
is the number of input parameters, wi/w, is the weights between
input/hidden and hidden/output layers, b;j/b; is the biases associ-
ated with the hidden and output layer.

In addition to extracting the ML model, some researchers use
another way to interpret the model. With the established model,
varying some of the input parameters, while others remain un-
changed, then observing the changing trend of model output to
perform sensitive analysis, which indicates the relationship and
impact among input parameters (Barbosa et al., 2019). By analyzing
sensitive plots, a suitable value for input variables can be obtained
to reach the maximum value of ROP. Interpreting the ML model is
an effective way to deepen the internal understanding of the
model, and is also the key to improving its generalization
performance.

5.2. Future roadmap

The future roadmap of the ML model for ROP prediction, as
shown in Fig. 23, can be divided into three steps, including data,
model and platform:

For data, data unification needs to eliminate the differences in
data media, form, and structure, reduce data errors through auto-
matic data preprocessing algorithms, and improve the value den-
sity and manageability of data. Data unification is the basic way to
eliminate data isolation. Then, fast and low-error data transmission
will be a key link affecting the further development of the ML
model. Although there is already a WITS (wellsite information
transfer specification) standard, combined with the development of
data unification, there may be more undefined new types of data
that need to be transmitted, and the improvement to the WITS
standard is foreseeable.

For the model, improving model interpretability and general-
ization are two directions that must be developed. Rather than
being considered as a black box, understanding the internal
structure of the model and knowing the impact on the output of
each input parameter will better unleash the potential of the
model, and researchers can select the most suitable model for
different situations, instead of blindly building complex model
structures to improve tiny accuracy. In addition, being able to adapt
the model itself, for instance when external conditions change
(such as technical or formation), the model can autonomously
adjust the internal structure or input parameters, which is also an
effective measure to improve the generalization performance of the
ML model. Some of the researchers have realized this and launched
related explorations, such as using sliding window method to up-
date both the training datasets and model in real-time (Zhang et al.,
2022) and the higher the update frequency will bring the more
accurate predicting performance (Zhang et al., 2023).

For the platform, when data unification is completed and model
generalization performance is excellent enough, rapid growth in
the amount of both data and model is foreseeable. Then, estab-
lishing a cloud-based intelligent platform can improve the effi-
ciency of data and model applications. Data and model sharing will
undoubtedly help reduce the cost of data collection and model
establishment, while also helping to improve the accuracy and
application scope of modeling.

6. Conclusion

The introduction of ML algorithms has greatly improved the ROP
prediction accuracy and has great potential for development and
application. This review systematically sorts out and analyses the
whole process of ROP prediction using ML models. The conclusions
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of this review are as follows:

e Avery wide range of input parameter types have been used, an
average of six engineering parameters (including WOB, RPM, Q,
well depth, MW, and SPP, sorted by usage frequency) and two
geological parameters (UCS and PPG) were used. The most
common sample size was less than 10,000 pieces of data.

e Data cleaning, outlier removal, data filtering, data normaliza-
tion, feature selection, and data splitting are necessary pre-
processing procedures for ML modeling, and using these
procedures in an orderly manner can significantly improve the
modeling accuracy. This review also compares and validates
different algorithms used in each step combined with real
datasets.

e Single ML algorithm is still the mainstream method for ROP
prediction, and the ANN algorithm represented by MLP is the
most popular single algorithm. ML modeling algorithms can
produce a major improvement in accuracy compared with
traditional algorithms. And the introduction of optimization
algorithms currently only plays a role in improving training
efficiency.

e Dataisolation, model generalization, and interpretability are the
three major gaps that need to be solved in the current field of
machine learning for ROP prediction.
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Nomenclature List

a wavelet scaling factor

ARPE average percentage relative error

bj/b, biases associated with the hidden and output layer
b(t) basic functions

cov(x,y) the covariance between x and y
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ED(i) error distribution
fe cutoff frequency of the filter
fx) activation function of ANN

Ia-base/IA-compare the base/comparison indicator to indicate the
degree of fit

It-base/lE-compare the base/comparison indicator to indicate the
magnitude of error

k the number used for cross validation in data splitting

m the smallest integer that satisfies the needed scaling
condition

M number of input parameters

MAE mean absolute error

MAEq.x  maximum absolute error

MAPE mean absolute percentage relative error

MSE mean square error

n sample number of data set

N number of neurons in hidden layer

NER(i) normalized error rate

N_RMSE normalized root mean square error

Ps/Py5/P75/Pgs 5th/25th/75th/95th percentile of dataset

PI performance index

P_R? pseudo coefficient of determination

R correlation coefficient

R? coefficient of determination

RMSE root mean square error

SMAPE symmetric mean absolute percentage error

SSE sum of square error

VAF variance account

w frequency

w[wo weights between input/hidden and hidden/output
layers

Xc measurement correction value

X1/X2 measured/estimated value

X; initial value

X mean value of the dataset

Xmin/Xmax the minimum/maximum value in the initial dataset

Y; true value in prediction

Y the average value of the true values

Yp predicted value in prediction

AD minimum depth of the sampling interval of the dataset

T wavelet translation factor

Y(t) basic wavelet functions

o standard error of the initial dataset

a1/02 standard error of the measured/estimated value

Acronyms List
AD average deviation

ANFIS adaptive network-based fuzzy inference system
ANN artificial neural network

AZI azimuth angle

C traditional statistical regression algorithm
Cco optimized statistical regression algorithm
DT decision tree

ECD equivalent circulating density

ELM extreme learning machine

FA Factor analysis

FL filter loss

GA genetic algorithm

GR gamma ray

HL hook load

INC incline angle

IQR interquartile range

KNN k-nearest neighbor

LWD logging while drilling
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MLe ensemble algorithm machine learning model
MLs single algorithm machine learning model
MLO optimized machine learning algorithm
MLP multilayer perceptron

MW mud weight

MV mud viscosity

NSGA-II  Non-dominated sorting genetic algorithm II
oD original distribution

PCA principal component analysis

PPG por pressure gradient

Q mud flowrate

R Reynold number

RBFNN  radial basis function neural network

RBF radial basis function

RF random forest

ROP rate of penetration

RPM rotation per minutes, rotation speed
RQD rock quality designation

SC solid content

SG Savitzky-Golay filter

SPP stand pipe pressure

SVR support vector regression

T torque

TEMP mud temperature

ucs uniaxial compressive strength

WOB weight on bit

YP yield point
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