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Abstract: Downhole working conditions of sucker rod pumping wells are automatically identified on a

computer from the analysis of dynamometer cards. In this process, extraction of feature parameters and
pattern classification are two key steps. The dynamometer card is firstly divided into four parts which
include different production information according to the “four point method” used in actual oilfield
production, and then the moment invariants for pattern recognition are extracted. An improved support
vector machine (SVM) method is used for pattern classification whose error penalty parameter C and
kernel function parameter g are optimally chosen by the particle swarm optimization (PSO) algorithm.
The simulation results show the method proposed in this paper has good classification results.

Key words: Sucker rod pumping unit, diagnosis of downhole conditions, dynamometer card, curve
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1 Introduction

In actual oilfield production, it is difficult to know the
real downhole working conditions of oil rod pumping
systems working thousands of meters underground. The
conventional methods rely on engineers to analyze the
cards collected from the dynamometer measuring the force
on the sucker rod pump. Traditional manual interpretation
of the card shapes can encounter some problems, such as
influence by subjective factors, no real-time analysis, and
high cost. With the development of automation technology
in petroleum production, many jobs relying on people have
not yet met the actual production requirements. So, it is
important to use the machine learning method to replace the
manual task so as to increase the working efficiency. Many
advanced analytical methods have been used in diagnosis
of downhole conditions of sucker rod pumping units, such
as expert systems (Derek et al, 1988; Martinez et al, 1993),
artificial neural networks (Rogers et al, 1990; Xu et al,
2007; de Souza et al, 2009; Wu et al, 2011), rough set theory
(Wang and Bao, 2008), filter techniques (Li et al, 2010) and
frequency spectrum analysis (He et al, 2008). However,
the expert system and the rough set have a single way of
knowledge expression and reasoning strategy, the artificial
neural network needs a large number of training samples and
application of the filter technique and frequency spectrum
analysis have some limitations. The support vector machine
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(SVM) technique is a good pattern recognition method as it
only needs a small number of training samples and has good
generalization ability, which is widely used in many research
fields (Ganapathiraju et al, 2004; Campbell et al, 2006; Nath
and Shevade, 2006; Widodo and Yang, 2007; Chowdhury et
al, 2011; Mountrakis et al, 2011; Wang et al, 2011; Li et al,
2012). It has been used to solve diagnosis faults in sucker
rod pumping units in many instances (Shi et al, 2004; Li et
al, 2006; Tian et al, 2007a; 2007b). However, more in-depth
work should be undertaken in selection of feature parameters
and classification performance. So, this study firstly uses
the moment curve method to extract the features of typical
dynamometer cards, and then uses the improved SVM
method for pattern classification which is combined with
particle swarm optimization (PSO) algorithm to choose the
best error penalty factor C and kernel function parameter g
so as to improve classification efficiency. The final examples
show that the proposed method has good classification results
for fault diagnosis of sucker rod pumping units.

2 Downhole dynamometer card in sucker
rod pumping wells

A one-dimensional wave equation with viscous damping
which describes dynamic changes of a sucker rod string is
used to calculate the downhole dynamometer card in a sucker
rod pumping unit, which can truly reflect working conditions
of the subsurface pump as it may eliminate effects of the
deformation, viscous resistance, vibration and inertia of the
sucker rod string (Gibbs and Neely, 1966). Our study uses
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the Fourier coefficient method to solve the one-dimensional
wave equation proposed by Gibbs. Because the dynamic load
function and the displacement function of the polished rod
are given in numerical forms, the Fourier coefficients may
be determined by approximate numerical integration (Chen,
1988). The calculated result of the pump dynamometer card
is shown in Fig. 1.
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Fig. 1 Calculated downhole dynamometer card from a measured
surface dynamometer card

3 Feature extraction of the downhole
dynamometer card based on the curve
moment

The data need to be normalized before feature extraction
as the data precision and dimension of the dynamometer cards
in different sucker rod pumping wells may not be the same,
which is transformed into [0, 1] interval. The normalization
formula is as follows:

; — Xi ™ Xinin (1)
xmax - xmin

; = Vi T Vmin_ 2)
ymax - ymin

where x,and y, represent the displacement and load data; x and
y represent the normalized data.

Known from the principle of the dynamometer card, the
geometric features of all types of dynamometer cards are
characterized by changes of the valve open position, that is,
the four corners of the parallelogram. So, it is particularly
important to determine the fully open and closed positions
of the valve, which is the four-point method commonly used
in pump fault diagnosis (Liang and Li, 2011). Taking the
theoretical dynamometer card for example, its partition is
shown in Fig. 2.

Seen from the diagram, the dynamometer card is divided
into four parts, lower left, upper left, upper right and lower
right, respectively, which contains 4, B, C and D points
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Fig. 2 Partition of the theoretical dynamometer card

reflecting the working states of the pumping unit. The
equations of straight lines / and m are:

l = %(Lmax +Lmin ) (3)

m=—S “4)
2

where L, and L, represent the maximum load and the
minimum load respectively; S represents the stroke.

The partition results of one dynamometer card are shown
in Fig. 3.

The curve moment theory (Chen, 1993) is introduced to
extract the moment features of the dynamometer card in this
paper.

Geometric moment and geometric central moment of the
curve moment are defined as follows:

M
m,, ZZ.[, x"y?ds (%)

i=1 ")

t = 2], =2 vy ds (©)

i(s)

where M is the number of the curve segments; /,,, is

the ist curve segment; x=m,/my;y=m,/m,.
pq=0,1 2, ’

Research by Wolfson in 1995 proves that the central
moment u,, of the contour moment is not affected by
movement, rotation, zoom (magnification and minimization)
and other transformations. As the curve moment is an
improved form of the contour moment, so the central moment
is also not affected by movement, rotation, zoom and other
transformations.

The feature extraction of the downhole dynamometer card
is conducted as follows.

Each part after partition is a curve composed of discrete
points (x;, ), i = 1, 2,-+, N. Its p+¢ rank curve moment m,, is
defined as:
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Fig. 3 Four parts of the dynamometer card
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where x; is the horizontal coordinate of the discrete point; ,
y; is the vertical coordinate of the discrete point; i is the ist Ly, =My, —2ym,, —xmy, +2y my, (17)
discrete point in the curve edge; N is the total number of the
. . . . . . - —_ —2
discrete points, A, is the straight-line distance between two Ly, =My, —2xmy, — ymy, +2x my, (18)

adjacent discrete points, A/, = \/(xl. -x. )+ =y
P:q=0,1,2,-

The corresponding p + g rank central moment is defined
as:

N

H,, =D (x, = x)" (v, = »)' AL ®)

i=1

where point (x, y) is the barycentric coordinates of the
curve.
Calculating the central moment of each rank:

Mgy = My, (€)
=0 (10)
Lo =0 (11)
thy = my, = ymy, (12)
Moy = My, —;mlo (13)

Hop = My — XMy, (14)

It needs to be explained that each rank moment of the
curve has its physical significance. According to the definition
of the moment, my,, = t{,,=Al, the zero rank moment and
the zero rank central moment of the curve denote its length;
one rank moment m,, and m,, are used to determine the
gray centroid of the curve; two rank central moment ,,,
1y, and u,, are used to measure the size and direction of the
curve, which are also called moment of inertia; three rank
central moment u,, and u,; describe the graphic asymmetry.
Asymmetry is a classical statistic used to measure the degree
of deviation of the mean distribution. p,; represents the
asymmetry measurement of the curve about the vertical axis;
I Tepresents the asymmetry measurement of the curve about
the horizontal axis. If the curve is completely symmetrical,
then value of the uy, and y,; are zero. The central moment of
each rank are used to calculate the invariant curve moment.
A total of 28 vectors form one vector ¢=[¢,, @,,, ¢,5]. This
has two advantages: firstly, each feature vector is an invariant
moment which is from linear or nonlinear combinations
of each rank curve moment, so each feature vector has its
geometric meaning; secondly, more importantly, 28 feature
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vectors by partition calculation can describe the details of the
pump dynamometer card accurately.

Seven invariant moment ranges vary greatly in their
calculation. So, considering the size of the invariant moments
and the structural characteristic of the following pattern
recognition, a total of 28 feature parameters in four parts
of the downhole dynamometer card are revised to adjust its
range.

The modification formula of the invariant moment is:

o' =lg|o) (19)

where i =1, 2, ---, 28.

4 Pattern classification of downhole
dynamometer cards based on PSO-SVM

SVM is a pattern classification method which only
needs a small number of training samples, and has good
generalization ability (Chapelle et al, 2002). We use an
improved SVM method for pattern recognition of downhole
dynamometer cards in oil rod pumping units.

An important step of designing SVM is to choose the
kernel function and kernel parameters. Research by Chapelle
et al, 2002, indicates that, when it lacks prior knowledge of
the process, the results achieved by the Gauss kernel function
are better than other kernel functions. Based on this, this work
adopts a radial basis function as the kernel function of SVM.

For classification problems, parameters affecting
classification results of SVM are mainly two: error penalty
parameter C and kernel function parameter g. The error
penalty parameter C adjusts the ratio of the confidence
interval of the learning machine and experiences risk in the
determined data subspace in order to optimize the learning
machine’s generalization ability, which is not the same in
different data subspaces. The kernel function parameter g
mainly affects the complexity of sample data distribution
in the high feature space. Changes of the kernel function
actually change the mapping function and thereby change
the complexity (number of dimensions) of sample data
distribution in the data subspace. For a given kernel function
(kernel function type and kernel parameters have been
identified), it corresponds to a data subspace with determined
dimensions, and limits the complexity of the constructed
“optimal classification surface of the most complex” in this
data subspace, and also determines the VC dimension (VC
dimension is a measure of function class, and the higher VC
dimension denotes the more complexity of a problem) of the
optimal SVM that the subspace corresponds to.

This study applies a particle swarm optimization (PSO)
algorithm to choose the best C and g which play important
roles in the SVM classification method. A PSO algorithm is
an optimization algorithm based on swarm intelligence in the
computational intelligence field, which was first proposed
by Kennedy, Eberhart and Shi (Eberhart and Kennedy, 1995;
Kennedy and Eberhart, 1995; Shi and Eberhart, 1998). Its
basic concept comes from the research into birds’ predation
action. That is, when birds are finding food, the most simple
and effective way of each bird to find food is to search the

surroundings of the bird that has the shortest distance to food
currently. Its algorithm steps are as follows:

1) Initialize the positions of a set of particles. The position
vector of each particle is a real number between 0 and 1,000.
Determine c¢,, ¢, and calculate k and the fitness of each
particle with a fitness function. The initial fitness is regarded
as the particle’s personal optimal solution to search for the
global optimal solution.

2) Calculate the update speed and the updated position of
each particle.

3) Use the evaluation function to evaluate all of the
particles. When a particle’s current evaluation value is better
than its historical evaluation value, the current evaluation
value is regarded as the historical optimal evaluation value,
and the current position vector is credited as optimal position
vector.

4) Search for the global optimal solution. If its value is
better than the current historical optimal solution, update
it; end the search if it satisfies the termination condition,
otherwise go to step 2 to a new round of search.

A flow chart of the selection of SVM parameters C and g
based on PSO algorithm is shown in Fig. 4.

5 Simulation

The simulation in this paper is realized by the library for
support vector machines (LibSVM). Selecting 128 typical
dynamometer cards, in which, fault type 1 stands for normal
working of the pumping unit, 14 samples; fault type 2 stands
for gas influence, 20 samples; fault type 3 stands for feed
liquid failure, 24 samples; fault type 4 stands for sucker
rod breakage, 10 samples; fault type 5 stands for oil of high
viscosity, 10 samples; fault type 6 stands for travelling valve
leakage, 10 samples; fault type 7 stands for pump bumping
in bottom dead position, 10 samples; fault type 8 stands for
pump bumping in top dead position, 10 samples; fault type 9
stands for standing valve leakage, 10 samples; fault type 10
stands for sand production, 10 samples.

The input of each sample is 28 invariant moments, the
output is fault type, and the coding modes are respectively 1—
fault type 1, 2—fault type 2, ..., 10—fault type 10.

Firstly, the SVM with random parameters C=2 and g=0.01
is used to do fault pattern classification. In this simulation,
the sample set is divided into two parts, of which 88
dynamometer cards in the training set and 40 dynamometer
cards in the testing set. The results are shown in Figs. 5 and 6.

Figs. 5 and 6 indicate that the classification accuracy rate
is 77% in training samples and 70% in testing samples. The
accuracy rates are not satisfactory.

In order to improve the accuracy rate, the methods of
cross validation (CV) and “grid search” are used to optimally
select parameters C and g.

The specific simulation is as follows: firstly according
to the K-fold cross validation (K-CV) method the training
samples are divided into four groups, then the “grid search”
method is used to test different parameters C and g in the
cross validation process in order to obtain different accuracy
rates. Finally, the parameter which has the best accuracy rate
is chosen as the optimal one. We use the exponential growth
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Fig. 4 Flow chart of the selection of SVM parameter C and g based on the PSO algorithm
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Fig. 5 Actual classification and predicted classification
of training samples when C=2, g=0.01

method to find the best C and g by increasing or decreasing
the values of them. In order to expand the searching scope, it
uses C=27",27,2% ---,2° 2" and g=2"", 27, 2% -, 2°, 2" It
can be regarded as searching some grid points in the specified
range on an x-y plane, and the x and y coordinates of each
point are regarded as the values of C and g after conversion
(such as 2" and 2*). The group with the smaller C is selected

Sample of the testing set

Fig. 6 Actual classification and predicted classification
of testing samples when C=2, g=0.01

as the result if a number of groups with the same accuracy
rate exist.

According to the above steps, the contour map of the
parameter selection results is shown in Fig. 7.

Fig. 7 indicates that the higher classification accuracy of
the training samples is in the interval C=[27, 2**] and g=[27,
2%]. In order to find the best C and g, the ranges of C and g are
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re-selected as C=27, 2", 27, - 2'% 2% and g=27, 2", 27, -,
2'°,2°. The results are shown in Fig. 8.

Thus, the best parameters C=0.35355 and g=2 are used to
verify 40 testing samples, and the results are shown in Fig. 9.

The CV method can be used effectively to avoid
occurrence of overfitting and underfitting, and obtain the
optimal parameters in a certain extent. The classification
accuracy rate of the testing samples reaches a relatively high
level, 85%.

In the parameter optimization, the target value obtained
by the CV method is the classification accuracy rate of the
training samples, but not the classification accuracy rate of the
testing samples which better reflects the generalization ability
of SVM. This paper applies the PSO optimization algorithm
to select the parameters C and g.

The selection of the corresponding parameters is as
follows:

Iteration number MaxGen=200; population number
SizePop=20; parameters c¢,=1.5, ¢,=1.7; inertia factor w=1; the

Contour map (Grid search method)
Best C=0.5, g=2, CV accuracy=100%

log2g

Fig. 7 Contour map of parameter results based on the CV (rough) model

Contour map (Grid search method)
Best C=0.35355, g=2, CV accuracy=100%

log2g

log2C

Fig. 8 Contour map of parameter results based on the CV (fine) model
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Fig. 9 Actual classification and predicted classification
of testing samples with C=0.35355, g=2

maximum and minimum values of the penalty factor C are 10*
and 10" respectively; the maximum and minimum values of
the kernel function parameter g are 10> and 10~ respectively;
the classification accuracy rate of the testing set is chosen as
the fitness function.

88 training samples and 40 testing samples are used as
training samples and testing samples of the SVM.

Finally, the best parameters C=15 and g=2.3 are obtained
after iteration.

The fitness function curve and the classification results of
the training samples and testing samples are shown in Figs.
10-12, respectively.

The following conclusions are drawn from simulation
results: the parameters C and g selected by the PSO algorithm
are used as the parameters of SVM and the classification
accuracy rate of the training samples has always been kept
at a high level, and more important is that the classification
accuracy rate of the testing samples increases from 85%
to 98%. Thus, compared to the conventional CV method,
using the PSO algorithm to select parameters not only

Fitness curve (PSO method)
(Parameter ¢,=1.5, (:2=1.7, End times=200, Population=20)
Best C=15, g=2.3, CV accuracy=98%

100

Fitness

0 20 40 60 80 100 120 140 160 180 200
Evolution times

Fig.10 Fitness function
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Fig. 11 Actual classification and predicted classification
of training samples with C=15, g=2.3
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Fig. 12 Actual classification and predicted classification of
testing samples with C=15, g=2.3

ensures the learning ability of the SVM but also increases
the generalization ability of the SVM, thus improving the
classification ability of the SVM on the whole.

6 Conclusions

This paper proposes a method based on the curve moment
and PSO-SVM for fault diagnosis of sucker rod pumping
units. The downhole dynamometer card is divided into four
parts according to the working principle of the rod pumping
unit. Curve moment parameters of each partition are extracted
according to the curve moment theory, and 28 feature vectors
with certain geometric significance can accurately describe
different characteristics of the downhole dynamometer card
in an oil rod pumping unit. The SVM method is used in
this paper for pattern classification, which uses the curve
moment parameters of different typical dynamometer cards
as learning samples. The PSO algorithm is used to find the
best parameters C and g in order to improve the classification
efficiency of the SVM. The simulation results show that

the curve moment and the PSO-SVM method proposed
in this paper has better classification ability to diagnose
working conditions of sucker rod pumping units based on the
dynamometer card analysis.
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