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Abstract
The drainage areas (and volumes) near hydraulically fractured wells, computed and visualized in our study at high resolu-
tion, may be critically affected by the presence of natural fractures. Using a recently developed algorithm based on complex 
analysis methods (CAMs), the drained rock volume (DRV) is visualized for a range of synthetic constellations of natural 
fractures near hydraulic fractures. First, flow interference effects near a single hydraulic fracture are systematically investi-
gated for a variety of natural fracture sets. The permeability contrast between the matrix and the natural fractures is increased 
stepwise in order to better understand the effect on the DRV. Next, a larger-scale model investigates flow interference for 
a full hydraulically fractured well with a variety of natural fracture sets. The time of flight contours (TOFCs) outlining the 
DRV are for all cases with natural fractures compared to a base case without any natural fractures. Discrete natural fractures, 
with different orientations, hydraulic conductivity, and fracture density, may shift the TOFC patterns in the reservoir region 
drained by the hydraulically fractured well, essentially shifting the location of the well’s drainage area. The CAM-based 
models provide a computationally efficient method to quantify and visualize the drainage in both naturally and hydraulically 
fractured reservoirs.
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Abbreviations
CAM	� Complex analysis methods
DRV	� Drained rock volume
TOFC	� Time of flight contours
SRV	� Stimulated reservoir volume
DFN	� Discrete fracture network

List of symbols
�	� Complex potential
m	� Strength of point/interval sources
υ	� Strength of the natural fractures
V 	� Velocity potential
γ	� Tilt angle of the natural fractures
xc	� Center of the interval source
L	� Length of the interval source

�	� Angle of the interval source
Lk	� Total length of interval source k
mk	� Strength of interval source k
h	� Reservoir thickness
B	� Formation volume factor
vx	� Velocity in the x-direction
vy	� Velocity in the y-direction
Δt	� Time-step

1  Introduction

Modeling of an unconventional petroleum reservoir is quite 
complicated, partly due to uncertainties in characterization 
of the sub-surface properties (e.g., heterogeneity and anisot-
ropy in permeability) and also due to the complex physics 
of the process of oil recovery (e.g., capillarity, gravity and 
phase behavior) (Kresse et al. 2013). Natural fractures intro-
duce additional complexity, which may affect hydrocarbon 
flow in the reservoir, and thus may impact well performance 
(Aguilera 2008). Modeling the flow near natural fractures 
and their interaction with hydraulic fractures, therefore, is 
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relevant for comprehending any changes in well productivity 
due to variations in the fracture treatment design (Tutuncu 
et  al. 2018). Natural fractures, even if non-conductive, 
may profoundly affect the sweep pattern due to waterflood 
between injection and production wells (Weijermars and 
van Harmelen 2017). Likewise, conventional reservoirs 
produced via hydraulically fractured wells in the presence 
of highly conductive fractures and non-conductive natural 
fractures will affect the flow region near the hydraulic frac-
tures (Doe et al. 2013). Consequently, the most accurate flow 
simulation and production forecasting models must strive to 
account for the impact of natural fractures, based on their 
orientations, distributions, connectivity, strengths and inter-
actions with the hydraulic fractures (Olson 2008; Cipolla 
et al. 2011; Kang et al. 2011).

Naturally fractured reservoirs with a randomly distrib-
uted network of natural fractures are commonly represented 
using variations of the dual-porosity model, first introduced 
by Warren and Root (1963). Although naturally fractured 
reservoirs consist of irregular fractures, in a dual-porosity 
model, they are represented by equivalent homogeneous 
matrix blocks separated by orthogonal uniform natural frac-
tures. The matrix blocks are assumed to be isotropic and 
homogenous with no direct communication between them 
(Warren and Root 1963). The natural fractures and matrix 
are assumed to have different fluid storage and conductivity 
characteristics. The fractures are more conductive than the 
matrix (higher permeability); however, the volume of the 
hydrocarbons stored in the natural fractures is much smaller 
than in the matrix. In a dual-porosity model, any fluid stored 
in the natural fractures travels to the wellbore early in the 
well-life and is rapidly produced. While the natural frac-
tures are drained, fluid from the matrix exclusively moves 
into the fracture space, and then to the wellbore. Thus, the 
matrix contains most of the oil, but the production of oil to 
the wells occurs via the natural fractures resulting in a com-
plex interaction between the matrix and the natural fractures, 
influenced by the inter-porosity flow coefficient (λ) and frac-
ture storativity ratio (ω). The inter-porosity flow coefficient 
is a measure of flow capacity between the matrix and the 
fractures, whereas the storativity ratio is a measure of the 
quantity of fluid that the natural fractures can store to which 
both the matrix and the fractures can contribute.

Kazemi et al. (1976) proposed modifications to the War-
ren and Root (1963) model to include multiphase flow 
and a new matrix shape factor. The matrix shape factor, 
introduced to account for variations in the geometry of 
the individual matrix blocks, was further modified in later 
studies with transfer functions to better model the flow of 
fluid in naturally fractured reservoirs (Thomas et al. 1983; 
Ueda et al. 1989; Coats 1989; Lim and Aziz 1995; Sarma 
and Aziz 2006). However, the applicability of the clas-
sic double-porosity model with constant shape factors in 

flow simulations of low-permeability reservoirs has been 
questioned (Cai et al. 2015). Modern dual-porosity models 
(Nie et al. 2012) and, more recently, triple-porosity models 
(Huang et al. 2014; Sang et al. 2016; Khoshghadam et al. 
2016) have been introduced to simulate naturally fractured 
reservoirs. In spite of all modification efforts, the double- 
and triple-porosity models have limited accuracy, especially 
when the natural fractures do not intersect (Karimi-Fard and 
Firoozabadi 2003). Such models do not describe discrete 
fractures, which pose the primary challenge in reservoir 
models of naturally fractured reservoirs (Chen et al. 2008; 
Presho et al. 2011; Soleimani 2017). Another significant 
shortcoming of the dual-porosity model is that it does not 
explicitly account for fracture density. Shape factor and 
transfer functions used in dual-porosity models account for 
the exchange of fluid between the matrix and the fractures, 
which may not capture the complex flow behavior, resulting 
in incorrect pressure gradients (Weijermars and van Harme-
len 2018).

History matching of naturally fractured reservoirs remains 
challenging even with discrete fracture network (DFN) mod-
els, as the finite element model needs to be re-gridded when 
more fractures are added or deleted (Salimi and Bruining 
2010). DFN models consider fluid flow and transport pro-
cesses in fractured rock masses through a system of connected 
natural fractures. The technique was created in the 1980s for 
both 2D and 3D problems (Long et al. 1982; Elsworth 1986; 
Andersson and Dverstorp 1987; Dershowitz and Einstein 
1987), and continuously evolved with many applications in 
civil, environmental, geothermal and reservoir engineering 
and other geoscience and geoengineering fields (Jing and 
Stephansson 2007). Thus, the DFN method is the most use-
ful for the study of fluid flow and mass transport in fractured 
rocks for which an equivalent continuum model is difficult to 
establish or not necessary, or for the derivation of equivalent 
continuum flow and transport properties in the fractured rocks 
for subsequent use in faster, upscaled (but implicit) reservoir 
models (Zimmerman and Bodvarsson 1996; Yu et al. 2018). 
DFN models are currently used for a wide range of flow 
problems of fractured rocks. Principal applications include 
(1) small-scale simulations where the dominance of fracture 
geometry makes any continuum approximation invalid, and 
(2) large-scale simulations where the properties of the frac-
tured reservoir need to be approximated through upscaling 
and homogenization into equivalent permeability tensors 
using a DFN model (Jing and Stephansson 2007).

DFN models may suffer from limitations due to the 
detailed inputs required for such models to work, which 
requires a detailed specification of fracture system geometry, 
aperture, and transmissivity of the individual fractures. Frac-
ture geometry in discrete fracture models is often generated 
stochastically, based on probability functions of the variables 
according to field studies. Although field mapping can be 
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conducted at surface exposures, such outcrops provide only 
partial analogs for the sub-surface. Additionally, the transmis-
sibility needs to be estimated, which is difficult because in situ 
and laboratory tests can only be performed with a limited 
number of fracture samples from restricted locations, while 
it is difficult to determine the effect of sample size (Jing and 
Stephansson 2007). Modeling a typical naturally fractured res-
ervoir through DFN is conducted with a conventional fine grid 
and is computationally intensive, especially for multi-stage 
wells, which may have several hundred perforation zones in a 
single well (Weijermars and van Harmelen 2018).

The broad application of DFN models in reservoir simu-
lators is currently limited due to the complexity of fracture 
patterns, complicated gridding issues and high computational 
cost. The embedded discrete fracture model (EDFM) was 
recently developed to overcome these issues related to tradi-
tional DFN. EDFM allows for complex fractures to be imple-
mented in conventionally structured matrix grids without the 
need of local grid refinement (LGR) in the vicinity of the 
fractures (Yu and Sepehrnoori 2018). EDFM uses a hybrid 
approach, where the dual-porosity model is used for the 
small/medium fractures, and DFN is used to model the large 
fractures (Li and Lee 2008). One of the advantages of EDFM 
is the use of a structured grid to represent the matrix and the 
fractures. Initially developed for planer 2D cases, EDFM has 
been recently expanded for 3D models with obliquely dipping 
fractures (Moinfar et al. 2014), for simulating the stimulated 
reservoir volume (SRV) to reduce the computational cost 
associated with LGR (Jiang and Younis 2015; Wang et al. 
2017), and for assisted history matching in unconventional 
reservoirs (Yu et al. 2018). Despite these benefits, EDFM 
might still be computationally intensive and expensive when 
used for highly complex reservoirs with multiple hydraulic 
and natural fractures. The CAM model presented in this study 
presents a gridless approach which can efficiently model the 
flow of fluid in naturally fractured reservoirs.

The present study is an extension of recent studies where 
closed-form analytical solutions based on complex analysis 
methods (CAM) are applied to single-phase flow reservoirs, 
assuming either hydraulic fractures only (Weijermars et al. 
2017a, b; Weijermars and Alves 2018; Khanal and Weijer-
mars 2019) or natural fractures only (van Harmelen and Wei-
jermars 2018; Weijermars and van Harmelen 2018). In these 
prior studies, the drainage patterns and drained rock vol-
ume (DRV) due to hydraulic fracture and natural fractures 
were separately evaluated using a Eulerian particle tracking 
method. The fluid particles are tracked at each time-step 
during the simulation to determine their spatial position, 
which can be used to determine the drained rock volume. 
In the current work, we present an integrated model where 
the interaction of the natural fractures of different strengths, 
orientations and densities with hydraulic fractures and hori-
zontal wells is studied. The primary purpose of the present 

study is to apply an efficient 2D analytical formulation in 
order to model the flow near natural fractures (1) in close 
proximity to a single hydraulic fracture, and (2) between 
hydraulically fractured wells, and visualize how the DRV 
and related flow patterns change due to the presence of the 
natural fractures.

2 � CAM methodology and algorithms

2.1 � Novelty in our approach

Any 2D velocity vector field described by an appropriate 
complex analytical function that fulfills the Laplace equation 
allows the determination of fluid particle paths in two possi-
ble ways. The first method integrates the system of ordinary 
differential equations (Strack 1989; Sato 2015):

For any valid complex potential, there exists an analyti-
cal function f (z) = u(x, y) − iv(x, y) , the conjugate of which 
solves the velocity field f (z) = dz∕dt in every location of the 
complex plane, z = x + iy . The parameterized solution of z(t) 
gives the streamlines (Olver 2018). The limitation of the inte-
gral method to map particle paths is that only solutions for 
steady-state flows can be obtained. The second method tracks 
the particle paths by a Eulerian time-stepping schedule as 
that was first applied to reservoir models with complex analy-
sis in Weijermars et al. (2016). The latter work was an exten-
sion of earlier applications of the Eulerian time-stepping in 
models of lava flows and other gravity flows (Weijermars 
2014; Weijermars et al. 2014). The Eulerian method allows 
the integration for time-dependent flows by superimposing 
closed-form solutions for each state separated by a small time 
increment. Discretization of the nonlinear flow problem is 
achieved by stringing together linear solutions, individually 
valid for small time increments only, such that nonlinear, 
transient flows can be described by a series of superimposed 
solutions with a negligible error when the time-step is suf-
ficiently small (Weijermars and Alves 2018). Previous studies 
include validation of the analytical flow field and pressure 
field solutions against those obtained with independent com-
mercial, finite difference-based reservoir model platforms, 
which showed no discernable difference in accuracy (Wei-
jermars et al. 2016, 2017a, b), with the added advantage of 
infinite spatial resolution for the CAM-based solutions.

2.2 � Analytical elements

The flow near hydraulic fractures can be modeled using 
analytical solutions based on the complex potential for an 
interval sink or interval source (determined by the sign of 

(1)dx

dt
= u(x, y) and

dy

dt
= v(x, y) (ft/day)
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the time-dependent strength) along the interval [a, b] (Pot-
ter 2008):

where m(t) (ft2/day) is the strength of the producers/source 
( m(t) > 0 ) or injectors ( m(t) < 0 ) and z is an arbitrary loca-
tion on the complex plane. Natural fractures are modeled 
using a new complex potential proposed by van Harmelen 
and Weijermars (2018), created by superposing an infinite 
number of line dipoles (Weijermars and van Harmelen 2016) 
(Fig. 1):

where υ(t) (ft4/day) is the strength of the natural fracture; L, 
W, and h (ft) are the length, width, and height of the natural 
fracture, respectively; n is porosity; γ is the tilt angle of the 
natural fracture as shown in Fig. 1. The corner points of the 
natural fracture domain are given by za1, za2, zb1 and zb2.

Equations (2) and (3) are both based on the superposi-
tion of point sources and point sinks. The complex potential 
for a point source/sink centered at zc with time-dependent 
strength m(t) is:

(2)
�(z, t) =

m(t)

2π(b − a)
[(z − a) log(z − a) − (z − b) log(z − b)] (ft2∕day)

(3)

�(z, t) =
−i ⋅ �(t) ⋅ e−i�

2π ⋅ h ⋅ n ⋅ L ⋅W
[(z − za2) ⋅ log(−e

−i� (z − za2))

− (z − za1) ⋅ log(−e
−i� (z − za1)) + (z − zb1)

log(−e−i� (z − zb1)) − (z − zb2) log(−e
−i� (z − zb2))]

(ft2∕day)

(4)�(z, t) =
m(t)

2π
log(z − zc) (ft2∕day)

za1

za2

zb2

zb1

zc

L

W
β

γ

Reference line of x-axis

Fig. 1   Natural fracture model. L and W are the length and width; zc 
is the center; za1, za2, zb1 and zb2 are the corners; β is the wall angles, 
while γ is the rotation angle of the natural fracture. Intended flow 
direction indicated with blue arrows (van Harmelen and Weijermars 
2018)

The velocity field for each of the analytical elements rep-
resented by complex potentials in Eqs. (2), (3) and (4) can 
be obtained by differentiating with respect to z. The cor-
responding generalized velocity potential (V(z, t)) for a line 
source/sink (hydraulic fracture), superposed dipoles (natural 
fractures), and point source/sink (well entry) are given in 
Eqs. (5), (6) and (7):

Equations (5)–(7) can be superimposed if multiple ana-
lytical elements are present in a model as shown later for 
interval sources [in Eqs. (11) and (12)], as all the complex 
potentials used in the present study are based on superposed 
collections of point sources and sinks.

For an element with center (xc) and total length (L), the 
interval source in Eq. (5) can be rewritten as:

For an interval source, with endpoints between 
za = zc − 0.5Lei� and zb = zc + 0.5Lei� , where za, zb, zc, L 
and β are the endpoints, center, length and tilt angle, respec-
tively, the complex potential Ω(z) is:

The velocity potential is again obtained by differentiating 
the above expression with respect to z:

The generalized expression for N interval sources can be 
derived from Eqs. (3) and (4):

(5)V(z, t) =
m(t)

2π(b − a)
[log(z − a) − log(z − b)] (ft/day)

(6)
V(z, t) =

−i ⋅ �(t) ⋅ e−i�

2π ⋅ h ⋅ n ⋅ L ⋅W

[

log
(

−e−i� (z − za2)
)

− log
(

−e−i� (z − za1)
)

+ log
(

−e−i� (z − zb1)
)

− log
(

−e−i� (z − zb2)
)]

(ft/day)

(7)V(z, t) =
m(t)

2π(z − zc)
(ft2∕day)

(8)

V(z, t) =
m(t)

2π(b − a)
[log(z − xc + 0.5L) − log(z − xc − 0.5L)] (ft/day)

(9)
�(z, t) =

m(t)

2πL

[

(z − za) log
[

e−i�(z − za)
]

−(z − zb) log
[

e−i�(z − zb)
]]

(ft2∕day)

(10)

V(z, t) =
m(t)

2πL

[

log
[

e−i�(z − za)
]

− log
[

e−i�(z − zb)
]]

(ft/day)

(11)

�(z, t) =

N
∑

k=1

mk(t)

2πLk

(

(e−i�k (z − zck) + 0.5Lk) log
[

e−i�(z − zck)

+0.5Lk
]

−(e−i�k (z − zck)

−0.5Lk) log
[

e−i�(z − zck) − 0.5Lk
])

(ft2∕day)
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Strength m(t), for a well with productivity of q(t) (ft3/day) 
with a reservoir height of h (ft) and reservoir porosity n, is:

where m, h, Rs and n are the time-dependent strength, thick-
ness of the reservoir, residual oil saturation and porosity, 
respectively. Equation (13) can be modified for a horizontal 
well with multiple fractures by allocating the production 
based on the number of fractures (or effective surface area).

Superimposed forms of Eqs. (5) and (6) are the expres-
sions used in the present study to model natural fractures and 
hydraulic fractures with multiple orientations and lengths to 
construct a discrete fracture model. The advantage of CAM-
based models is the ability to superpose various analytical 
elements to construct complex flow solutions. For example, 
a vertical well represented by an analytical point source/
sink element in Eq. (7) can be combined with the inter-
val source/sink in Eq. (5) to simulate a well with multiple 
hydraulic fractures. Superposition of Eq. (6) accounts for 
natural fractures.

2.3 � Time of flight contours

The CAM model developed uses streamlines and time of 
flight contours (TOFC) generated by an Eulerian particle 
tracking method ( zn+1 ≈ zn + v(zn) ). The velocities (vx and 
vy) of the particles are mapped using the real and imaginary 
parts of the complex potential:

Further details and derivation for Eq. (14) are given by 
Weijermars et al. (2017a, b). Equation (14) is used to cal-
culate the velocity field solutions from specific velocity 
field expressions defined for hydraulic and natural fractures 
[Eqs. (5) and (6)]. Tracing each streamline is accomplished 
by first choosing an initial position z0 at time t0 = 0 and 
calculating the initial velocity. By choosing an appropri-
ate time-step, Δt, the position z1(t1) of the tracer at a time 
t1 = t0 + Δt is:

The position zj(tj) of the tracer at any other time tj is:

The time of flight contour (TOFC) is determined by 
plotting the location of all the tracers for a particular time-
step. The selection of an appropriate time-step is a crucial 

(12)V(z, t) =

N
∑

k=1

mk(t)

2πLk
e−i�k

(

log
[

e−i�(z − zck) + 0.5Lk
]

−(log
[

e−i�(z − zck) − 0.5Lk
])

(ft/day)

(13)m(t) =
Bq(t)

hn(1 − Rs)
(ft2∕day)

(14)V(z, t) = vx − ivy (ft/day)

(15)z1(t1) ≈ z0(t0) + v(z0(t0))Δt (ft)

(16)zj(tj) ≈ zj−1(tj−1) + v(zj−1(tj−1))Δt (ft)

decision in the Eulerian particle tracking method. An overly 
coarse time-step in combination with sharply curving 
streamline results in overshooting of the particles, which 
then jump from one streamline to the other, which is inac-
curate. For cases where the decline of the well is rapid, such 
as during the early production phase, a very small time-step 
is required to avoid inaccuracies in the displacement of the 
particles due to the high instantaneous velocity. However, 
a coarser time-step can be used in cases where the change 
decline is not drastic in order to reduce the computational 
time.

2.4 � Basic flow simulation

In this section, basic flow simulations for a vertical well are 
conducted to illustrate the applicability of the model based 
on the expressions in Sect. 2.2 and 2.3. These simulations 
are implemented using the concept of flow reversal, where 
the produced fluid from a well is allocated based on surface 
area of the hydraulic fractures and injected back into the 
reservoir (Weijermars et al. 2017a, b). An alternate method 
of production allocation to hydraulic fractures includes the 
proppant concentration as a factor in production allocation 
(Parsegov et al. 2018). The drainage contours and stream-
lines are evaluated using synthetic production data generated 
by a traditional Arps hyperbolic decline model. Exponential 
decline and hyperbolic decline models were used to generate 
the production decline curve for a vertical well for 30 years 
to illustrate the variation in flow patterns.

Figure 2a (left) shows the streamline pattern (blue) for 
a vertical well producing at an exponential decline with an 
initial production rate of 86 STB/d and nominal decline of 
0.7/year for 30 years modeled with a point sink analytical 
element in Eq. (7). The EUR at the end of 30-year produc-
tion is 45 MSTB. The height of the reservoir is assumed to 
be 300 ft, which needs to be accounted for when calculating 
the drainage using streamlines and time of flight contours 
(TOFC). The TOFC (red) represent the drainage area gain 
for 1.5 years increments of production in Fig. 2a (right). The 
bulk portion of the drainage occurs in the first 3 years. The 
area covered by the successive TOFC shrinks rapidly, which 
is a direct result of reduced production from the successive 
time periods. The Arps decline curve for the production in 
Fig. 2a is shown in Fig. 2c (left).

Figure 2b (left) shows the streamline pattern (blue) for 
a well producing with a hyperbolic decline with an initial 
production rate of 86 STB/d and nominal decline of 0.7/year 
and Arps decline parameter b of 0.7 for 30 years modeled 
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using a point sink analytical element in Eq. (7). The EUR for 
the hyperbolic model at the end of the 30-year production is 
120 MSTB. The TOFC (red) is visualized on the right, and 
each of the TOFC represents the drainage after 1.5 years 

of production in Fig. 2a (right). Even though the decline is 
rapid in the first 1.5 years, an appreciable amount of produc-
tion persists after the first 3 years of production depicted by 
the reduction in the area covered by each successive TOFC 
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[Fig. 2b (left)]. The Arps decline curve for the production 
in Fig. 2b is shown in Fig. 2d.

Comparison of Fig. 2a, b shows that the drainage in the 
exponential model occurs only for the first few years shown 
by the TOFC which become crowded after that duration. 
However, with a hyperbolic decline model, the production 
decline is less steep as shown by the time of flight contours 
becoming less crowded as compared to the exponential 
decline case. For the same initial production rate, hyperbolic 
decline (Fig. 2b) shows more substantial drainage, which can 
be calculated by measuring the area covered by each TOFC. 
Although for a simple case with just one injector/producer, 
the same information can be gleaned from rate-versus-time 
curves, pictured in Fig. 1c, d, the flow visualization tech-
nique using TOFC is particularly valuable for cases with 
multiple hydraulic and natural fractures, as will be shown 
later in the study.

3 � Impact of natural fractures on flow 
near hydraulic fractures

Natural fractures are ubiquitous in shale plays. Shale For-
mations are very tight, and hydrocarbon production is con-
sidered only possible when extensive networks of natural 
fractures exist (Carlson and Mercer 1991). However, some 
studies have also shown that calcite-filled closed or open 
natural fractures can be detrimental to shale gas production 
(Bowker 2007). In this section, we implement the analytical 
expressions described in Sect. 2.2 to model the interaction 
of discrete natural fractures with hydraulic fractures to study 
the effect on drainage area. As shown by earlier studies, 
the drainage area around a hydraulic fracture in unconven-
tional shale oil reservoirs is limited to only a few hundred 
feet (Weijermars et al. 2017a, b; Weijermars and Alves 
2018; Khanal and Weijermars 2019), which is due to the 
extremely rapid decline rates in unconventional reservoirs. 
For this reason, only one hydraulic fracture is simulated first 
in this section to visualize the drained rock volume (DRV). 
A multi-well case with a constant rate production is used 
to visualize the effect of natural fractures on DRV in a later 
section (Sect. 4).

For the base case, production data from a well in the 
Eagle Ford play described in earlier companion studies were 
used (Hu et al. 2018; Khanal and Weijermars 2019). Hu 
et al. (2018) matched around 26 months of production data 
to generate a 30-year production forecast for various wells 
in the lease using different decline curve methods. Figure 3 
includes the Arps DCA history match parameters for the 
particular well used in the present study (Well H1). Well H1 
has 131 individual fractures and 22 fracture stages. Equa-
tion (13) is used to allocate flow to the well, which is further 

divided into 22 fracture stages by assuming equal fracture 
half-length and fracture-height.

Several authors have previously used techniques such as 
fault likelihood attribute (Hale 2013; Lomask et al. 2017; 
Wu and Hale 2015; Ramsay et al. 2017) to interpret 3D seis-
mic images and generate a spatial constraint of the natural 
fractures. Others have recommended a stochastic approach 
based on geostatistical analysis of the 3D seismic images 
(Admasu et al. 2006). Despite these techniques used for nat-
ural fracture characterization, significant sub-surface uncer-
tainty exists about natural fracture orientation, conductivity, 
and density. The natural fracture network characterization 
is outside the scope of the current study. We only present 
a novel technique based on CAM to conduct flow simula-
tion in natural fractures. In this method, the conductivity is 
defined by varying the strength parameter [υ(t) (ft4/day)] 
shown in Eq. (6), which defines the permeability contrast 
of natural fractures and matrix. Although natural fractures 
within a formation can have varying degrees of cementation, 
in the present work, all the natural fractures are assumed to 
be conductive and open. They are, however, unconnected to 
the hydraulic fractures or the wellbore. The present study 
does not consider the propagation or post-faulting re-orien-
tation of the natural fractures which depends on lithology, 
energy release rate, fracture energy, grain size distribution, 
temperature and cementation (Ramsay et al. 2018). The goal 
of the present study is not to investigate the orientation of 
natural fractures due to the rotation of the principal hori-
zontal stress field during seismic faulting. The focus is an 
investigation of the flow patterns and drained rock volumes 
(DRV) in the presence of natural fractures, with pre-defined 
density and orientation in the proximity of hydraulic frac-
tures of horizontal wells.

Figure 3a shows the DRV around a single hydraulic frac-
ture (red line) simulated for 30 years by implementing the 
flow reversal principal. Fluid flux is allocated according to a 
decline curve-based production profile, assuming each frac-
ture represents a fracture stage with flux proportional to the 
number of hydraulic fractures in the well. Streamlines are 
represented by blue lines, and TOFC are represented by rain-
bow colors, each representing a 3-year drainage period. Fig-
ure 3a shows that for a single hydraulic fracture represent-
ing a stage (with six fractures and stage spacing of 300 ft), 
even after 30 years of production, the particle paths remain 
confined within an elliptical region with axes of ± 129 ft 
parallel and ± 62 ft perpendicular to the hydraulic fracture. 
In our earlier studies (Weijermars and Alves 2018; Khanal 
and Weijermars 2019), a different drainage area was reported 
from the flow simulation with the same production data. A 
key distinction between the results calculated in the present 
study and the earlier study (Weijermars and Alves 2018; 
Khanal and Weijermars 2019) is the assumed dimensions 
and the number of the hydraulic fractures per drainage area. 
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In the current study, we model a fracture stage comprised 
of six hydraulic fractures, which results in a larger drainage 
area (confined between ± 129 ft parallel and ± 62 ft perpen-
dicular to the hydraulic fracture) compared to the area con-
fined between ± 229 ft parallel and 17 ft perpendicular to the 
hydraulic fracture in Khanal and Weijermars (2019). Addi-
tionally, the drainage area in the present study is different 
from Weijermars and Alves (2018) which assumed different 
fracture dimensions (500 ft fracture half-length), different 
effective height and only one effective fracture per stage. 
Although each study results in a different drainage area, 
the results obtained in the present study can be upscaled or 

downscaled depending on the fracture dimensions and the 
number of discrete fractures used in the simulation.

Figure 3b shows that most of the drainage occurs from the 
reservoir in the first 3 years. The area covered by each TOFC 
(represented by distinct colors) shrinks at each subsequent 
time of flight contours. The corresponding decline curve and 
the corresponding Arps hyperbolic parameters are given in 
Fig. 3c, d respectively. The history-matched decline curves 
used in Fig. 3 have no natural fractures. Figure 3e shows the 
3D representation of the reservoir where the top layer shows 
the drainage area for corresponding TOFC.

Next, natural fractures are introduced to the base case to 
understand their effect on the DRV. Several possible variations 
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are investigated, which are the density determined by the num-
ber of discrete natural fracture elements, orientations deter-
mined by the angle of natural fractures with respect to the 
hydraulic fracture, distance from the hydraulic fractures and 
the relative conductivity or strength of the natural fractures. 
The permeability ratio (Rk) of the natural fractures to the 
matrix has been studied in our companion study (Weijermars 
and Khanal 2019a), where Eq. (17) was derived as follows:

where Rk is the permeability ratio, �f(t) (ft4/s) is the time-
dependent strength of the natural fracture, �m(t) is the time-
dependent matrix strength (determined by far field velocity, 
ft/s), wf (ft) is the width, Hf is the height and Lf is the length 
of the natural fracture. In the present study, the permeability 
ratio is calculated with respect to the hydraulic fracture ele-
ment. So, Eq. (17) is modified as follows:

where m(t) (ft2/s) and L (ft) are the strength and length of 
the hydraulic fractures defined in Eq. (8), respectively. Equa-
tions (17) and (18) work the best when the natural fractures 
are aligned in the direction of the flow of fluid defined by 
the streamlines. Although the DRV shown in the present 
study follows a complex pattern, Eq. (18) still provides a 
good estimate for the permeability ratio. Other techniques 
that can be used to calculate the permeability ratio are dis-
cussed in greater detail in Weijermars and Khanal (2019a). 
As the strength of both natural and hydraulic fractures is 
time-dependent, the permeability ratio also varies with time. 
However, in this study as the strength of the natural fractures 
is indexed to the strength of the hydraulic fractures, the ratio 
�f(t)∕m(t) remains constant, which corresponds to a constant 
permeability ratio. The permeability ratio, which gives an 
idea of the strength of the natural fractures relative to the 
hydraulic fractures, is calculated and presented in Table 1 
along with other input values used for the study.

3.1 � Case A: oblique natural fractures close 
to the hydraulic fracture

Case A has 12 natural fractures on each side of the hydraulic 
fracture (Fig. 4), and the center of the natural fractures is at 
a distance of 10 ft from the hydraulic fracture. Each natu-
ral fracture is 20 ft long and is assumed to be distributed 
uniformly between − 25 ft and 25 ft in the horizontal direc-
tion. The natural fractures on the upper side of the hydraulic 
fractures are assumed to be oriented at 45°, whereas those 
below the hydraulic fracture are assumed to be oriented at 
225° with respect to the hydraulic fracture. Although the 

(17)Rk(t) =
�f(t)

�m(t)wfHfLf

(18)Rk(t) =
�f(t)L

m(t)wfHfLf

actual orientation of the natural fractures in the upper and 
lower side of the hydraulic fracture in the map view of Fig. 4 
appear the same, the 45° vs 225° refers to opposite flow 
polarities. The natural fractures accelerate the fluid parti-
cles in the far-field travel direction which is imposed by the 
hydraulic fracture. The strength of the natural fractures is 
indexed to the strength of the hydraulic fractures, such that 
the natural fractures influence the production at a rate pro-
portional to production from the hydraulic fractures. The 
natural fractures are not connected to the hydraulic fractures, 
thus only accelerate the fluid flow toward the hydraulic frac-
ture by facilitating pressure communication.

Figure 4a–d shows the effect of uniformly distributed 
natural fractures with different strengths on the drained rock 
volume. The strength of natural fractures is varied from 204 
to 4088 ft4/day. The corresponding permeability ratios of 
the natural fractures to the matrix are included in Table 1. 
Figure 4a shows that for the minimum strength, the effect of 
the natural fractures on both streamlines and drainage area 
is negligible. A slight change in drainage area results when 
the strength of the natural fracture is increased by a factor 
of 5 as shown in Fig. 4b. For the natural fractures with a 
significantly higher strength, the DRV is drastically changed 
compared to the case with no natural fractures as shown in 
Fig. 4c, d. Particle tracking becomes locally inaccurate in 
Fig. 4d due to the high fracture density and fast flow rates 
in the natural fractures, which causes some TOFC to cross. 
This can be remedied by significantly reducing the time-step, 
at the cost of computational efficiency. The visualization 
of Fig. 4d provides a compromise between computational 
speed and accuracy.

Figure 4a–d shows that the DRV is changed due to the 
influence of the natural fractures; however, their effect is 
localized. Since the total flux is conserved, we can see that 
the outer portion of the DRV shrinks, whereas the middle 
portion where the natural fractures are located expands cov-
ering a larger surface area. Although the natural fractures 
locally enhance the movement of fluid from a region, the 
fluid comes from an adjoining region which would have been 
drained in the absence of the natural fractures. Thus, the 
presence of the natural fractures does not increase the overall 
production potential from a well.

3.2 � Case B: localized natural fractures 
perpendicular to the hydraulic fracture

Case B has 12 mutually parallel natural fractures on each 
side of the hydraulic fracture (Fig. 5), and the center of 
the fractures is at a distance of 50 ft from the hydraulic 
fracture. Each natural fracture is 20 ft long and occurs 
uniformly spaced between − 25 ft and 25 ft in the hori-
zontal direction. The natural fractures on the top side of 
the hydraulic fracture are assumed to be oriented at 90°, 
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Fig. 4   Case A. a–d (Top images): streamlines represented by blue lines show the movement of particles after 30 years. a–d (Bottom images): 
drainage area at 3-year interval shown by different colors. The strength of the natural fractures is: a 204 ft4/day, b 1022 ft4/day, c 2044 ft4/day 
and d 4088 ft4/day. Flux into the hydraulic fracture is allocated according to the decline curve shown in Fig. 2c. The strength of the natural frac-
tures is indexed to hydraulic fracture’s flux rate at a particular time. Fracture dimensions: The hydraulic and natural fractures are represented by 
red segments. The total length of the hydraulic fractures is 150 ft. There are 24 natural fractures, each close to the hydraulic fracture. The length 
and width of the natural fractures are 20 ft and 0.5 ft, respectively
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whereas those below the hydraulic fracture are assumed 
to be oriented at 270° with respect to the hydraulic frac-
ture. The strength of the natural fractures is indexed to 
the strength of the hydraulic fracture so that the natural 
fractures influence the production at a rate proportional to 
production from the hydraulic fracture.

Figure 5a–d show the effect on the shape of the drained 
rock volume of uniformly distributed natural fractures 
with different strengths when oriented perpendicular to 
the hydraulic fracture. The strength of the natural fractures 
is stepwise increased from 204 to 4088 ft4/day. Figure 5a 
shows that for the minimum strength, the effect of the nat-
ural fracture on both streamlines and drainage area is neg-
ligible (only limited to the regions with natural fractures). 
There is a significant change in the DRV shape when the 
strength of the natural fractures is further increased. For 
the natural fractures with a significantly higher strength, 
the DRV shape changes and the location shifts (Figs. 5b-
d) compared to the case with natural fractures oriented at 
45° (Fig. 4a–d). The streamlines and the DRV travel to 
almost 100 ft in the vertical direction, which reduces the 
flux on other regions as shown in Fig. 5c, d. Since the total 
flux is conserved, the outer portion of the DRV shrinks, 
whereas the middle portion (where the natural fractures 
are located) expands, locally draining a larger surface 
area. The communication between the adjoining fractures 
is increased by the natural fractures (not shown), which 
can in some cases negatively affect the overall production 
of the well (Walton and McLennan 2013).

3.3 � Case C: oblique natural fractures encompassing 
the hydraulic fractures evenly

Case C is a modification of Case A, where the natural frac-
tures are evenly distributed around the hydraulic fracture 
(Fig. 6). There are seven natural fractures on each side of 
the hydraulic fracture, and the center of the fractures is at 
a distance of 10 ft from the hydraulic fracture. Each natu-
ral fracture is 20 ft long and is assumed to be distributed 
uniformly between − 75 ft and 75 ft in the horizontal direc-
tion. The natural fractures on the top side of the hydraulic 

fractures are assumed to be oriented at 45°, whereas those 
below the hydraulic fracture are assumed to be oriented at 
225° with respect to the hydraulic fracture. In contrast to 
Case A, fewer natural fractures are introduced into Case C. 
Figure 6c, d shows that the changes in the DRV shape and 
location are comparable to those for Case A (Fig. 4a–d). 
Even though the shape and location of the DRV are changed 
due to the evenly distributed natural fractures, the maximum 
displacement of particles in the vertical direction is similar 
to that in Case A (Fig. 4d). Figure 6d shows several regions 
where the fluid bypasses the matrix when the strength of the 
natural fractures is 4088 ft4/day. The rapid flow of fluids by 
the natural fractures results in several regions left undrained 
during the economic life of the well (shown by the white 
space between the natural fractures).

3.4 � Case D: complex crossing natural fractures

Case D investigates the effect of two conjugate sets of 
mutually perpendicular and crossing natural fractures 
occurring at either side of the hydraulic fracture (Fig. 7). 
There are 12 natural fractures which are 20 ft long on 
each side of the hydraulic fracture, and the center of the 
fractures occurs at a distance of 15 ft from the hydraulic 
fracture. The two natural fracture sets cross each other at 
right angles. The effect of these natural fractures on the 
DRV is negligible when the strength of the natural frac-
tures is 204 ft4/day (Fig. 7a). Even for the natural frac-
tures with relatively strong influence, the overall change 
in DRV is not as significant (Fig. 7b–d) as for Case C 
(Fig. 6b–d), where a single set of natural fractures affects 
the flow pattern near the the hydraulic fracture.

3.5 � Case E: evenly distributed natural fractures 
with higher density

Case E includes several short, non-crossing micro-frac-
tures with different orientations (Fig. 8). There are 28 
natural fractures, 14 on each side of the hydraulic frac-
ture. Each natural fracture is assumed to be 10 ft long and 
oriented at an angle of 45° and 90° as shown in Fig. 8. 
The strength is indexed to the hydraulic fracture and is 
varied from 204 to 4088 ft4/day. Figure 8c, d shows that 
the DRV is slightly reduced in the horizontal direction 
(with respect to hydraulic fracture), whereas a slight 
increase is observed in the vertical direction. Unlike Case 
C (Fig. 6a–d), no significant flow stagnation regions are 
seen in Case E. However, the amount of drainage in the 
vertical direction is not as extensive as for Case B, where 
only vertical natural fractures are present. Figure 8a–d 
also shows that although DRV shape changes due to 
evenly distributed natural fractures, their effect is limited. 

Fig. 5   Case B. a–d (Top images): streamlines represented by blue 
lines show the movement of particles after 30  years. a–d (Bottom 
images): drainage area at 3-year interval shown by different colors. 
The strength of the natural fractures is: a 204 ft4/day, b 1022 ft4/
day, c 2044 ft4/day and d 4088 ft4/day. Flux into the hydraulic frac-
ture is allocated according to the decline curve shown in Fig. 2c. The 
strength of the natural fractures is indexed to the hydraulic fracture’s 
flux rate at a particular time. Fracture dimensions: The hydraulic and 
natural fractures are represented by red segments. The total length of 
the hydraulic fracture is 150 ft. There are 24 natural fractures, each 
close to the hydraulic fracture. The length and width of the natural 
fractures are 20 ft and 0.5 ft, respectively

◂
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Fig. 6   Case C. a–d (Top images): streamlines represented by blue lines show the movement of particles after 30 years. a–d (Bottom images): 
drainage area at 3-year intervals shown by different colors. The strength of the natural fractures is: a 204 ft4/day, b 1022 ft4/day, c 2044 ft4/day 
and d 4088 ft4/day. Flux into the hydraulic fracture is allocated according to the decline curve shown in Fig. 2c. The strength of the natural frac-
tures is indexed to the hydraulic fracture’s flux rate at a particular time. Fracture dimensions: The hydraulic and natural fractures are represented 
by red segments. The total length of the hydraulic fracture is 150 ft. There are 14 natural fractures each close to the hydraulic fracture. The 
length and width of the natural fractures are 20 ft and 0.5 ft, respectively
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Fig. 7   Case D. a–d (Top images): streamlines represented by blue lines show the movement of particles after 30 years. a–d (Bottom images): 
drainage area at 3-year interval shown by different colors. The strength of the natural fractures is: a 204 ft4/day, b 1022 ft4/day, c 2044 ft4/day 
and d 4088 ft4/day. Flux into the hydraulic fracture is allocated according to the decline curve shown in Fig. 2c. The strength of the natural frac-
tures is indexed to the hydraulic fracture’s flux rate at a particular time. Fracture dimensions: The hydraulic and natural fractures are represented 
by red segments. The total length of the hydraulic fracture is 150 ft. There are 24 natural fractures each close to the hydraulic fracture. The 
length and width of the natural fractures are 20 ft and 0.5 ft, respectively
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Fig. 8   Case E. a–d (Top images): streamlines represented by blue lines showing the movement of particles after 30 years. a–d (Bottom images): 
drainage area at 3-year interval shown by different colors. The strength of the natural fractures is: a 204 ft4/day, b 1022 ft4/day, c 2044 ft4/day 
and d 4088 ft4/day. Flux into the hydraulic fracture is allocated according to the decline curve shown in Fig. 2c. The strength of the natural frac-
tures is indexed to hydraulic fracture’s flux rate at a particular time. Fracture dimensions: The hydraulic and natural fractures are represented by 
red segments. The total length of the hydraulic fracture is 150 ft. There are 28 natural fractures each close to the hydraulic fracture. The length 
and width of the natural fractures are 10 ft and 0.5 ft, respectively
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The drainage in the vertical direction is larger when the 
strength is higher than 4088 ft4/day and the flow stagna-
tion remains absent as compared to Case C.

3.6 � Accuracy of results

The models used in this study apply a Eulerian particle 
tracking scheme, which uses the velocity of a particle at a 
particular time and specific location to calculate the future 
position of the particle using finite time increments (Δt). 
The value of Δt used in the particle tracking algorithm is 
an important parameter, constrained by the computational 
resources. The process of increased accuracy, of course, 
is a continual trade-off between acceptable computation 
durations and required accuracy. Some models may need 
smaller time-steps, depending on the orientation, strength 
and density of the natural fractures. In particular, a small 
Δt is required for production episodes and locations where 
the particles have a high velocity; otherwise, the particle 
paths become less accurate, and overlapping TOFC may 
occur. Most simulations in our present study used a time-
step Δt = 1 day for particle tracking, which may introduce 
some inaccuracy for the cases with high permeability con-
trast (maximum natural fracture strength). For example, 
Fig. 9a–e shows the more accurate solutions for the high 
permeability contrast runs of Cases A–E with Δt reduced 
to 0.05 days. The smaller time-step results in smoother par-
ticle paths and more accurate TOFCs, as is most apparent 
by comparing Case C in Fig. 9c and Fig. 6d. For the other 
cases, minor differences are observed between the slower 
simulation Δt = 0.05 days (more accurate; Fig. 9a, b, d, e) 
as compared to the faster simulation with Δt = 1 day (less 
accurate; Figs. 4d, 5d, 7d, and 8d, respectively). 

The algorithms used for modeling hydraulic fractures in 
this study have previously been validated against a commer-
cial numerical simulator with good accuracy. Weijermars 
et al. (2017a) compared the results of the CAM for flow in a 
reservoir with planar hydraulic fractures against the stream-
lines and time of flight contours obtained from Eclipse as 
shown in Fig. 10. The algorithm for natural fractures used 
in the present study is also based on CAM (van Harmelen 
and Weijermars 2018), and will be further validated in future 
studies.

4 � Natural fractures between two adjoining 
wells

4.1 � Base case: multiple wells with no natural 
fractures

In Sect. 3, we investigated the impact of natural fractures 
around a single hydraulic fracture on the DRV. Several 

non-exhaustive scenarios were evaluated using field produc-
tion data from an Eagle Ford Well. Next, we investigated 
a scenario where multiple wells with multiple hydraulic 
fractures produce at the same time. Well-spacing in uncon-
ventional reservoirs is very important and thus needs to be 
optimized to improve the production performance of the 
individual wells (Khanal et al. 2015a, b, 2017). As shown 
by earlier companion studies, the drainage area for an uncon-
ventional well with declining production is on the orders of 
tens of feet around the fractures (Hu et al. 2018; Weijermars 
and Alves 2018; Khanal and Weijermars 2019). The visu-
alization for wells with declining data remains limited to a 
very narrow strip; hence, for the multi-well case model, a 
synthetic well with a constant production rate is used for 
generating conceptual and systematic insight.

Figure 11 shows the full-scale map view of the three 
parallel base case wells. Each well is assumed to have 119 
hydraulic fractures with a half-length of 150 ft. The fracture 
spacing is 50 ft. The wells are spaced at 1250 ft and are 
assumed to be producing as parent wells at a constant rate of 
13.6 ft3/day per fracture (~ 3.23 bbls/day per fracture) with a 
water-to-oil ratio (WOR) of 0.17. The height of the reservoir 
is 60 ft. During simulation, fluid particles from the middle 
five fractures are tracked with streamlines (blue), simulated 
for 30 years. However, all 119 fractures are active in our 
simulation and contribute to the overall DRV.

Detailed map views of the central well with stream-
lines (blue) and time of flight contours (red) are shown in 
Fig. 12a, b, respectively. The horizontal axis is extended (left 
image) to show the details, and true to scale streamlines and 
time of flight contours are shown in the right image. Fig-
ure 12a, b shows the stagnation surfaces occur between two 
adjacent hydraulic fractures, across which no fluid exchange 
occurs. A more detailed discussion of flow stagnation sur-
faces between hydraulic fractures is given in Weijermars 
et al. (2017a, 2018). The DRV is calculated by evaluating the 
area covered by each TOFC, which grows at a steady rate for 
each time interval due to the constant production rate. The 
DRV visualized in Fig. 12b is for the base case with no natu-
ral fractures between the hydraulic fractures and the wells.

4.2 � Cases F and G: natural fractures between two 
wells (moderate angle with hydraulic fractures)

In the remainder of Sect. 4, the effect of natural fractures 
between the wells is further investigated. Table 2 summa-
rizes the input summary for reservoir properties for natural 
fractures from Cases F through M.

This section introduces natural fractures between the top 
two wells shown in Fig. 11. This study does not use the fault 
likelihood (Hale 2013) to identify natural fracture networks 
from, for example, micro-seismic data. Our goal is instead to 
use possible sets of natural fractures with different lengths, 
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orientations, and strengths to identify their effects on DRV. 
In future studies, we plan to use improved fracture diagnos-
tics to define realistic natural fracture networks, but con-
straining the fracture permeability and aperture may remain 
beyond the practical limits of contemporary fracture char-
acterization tools.

Case F (Fig. 13) assumes that there are six equally spaced 
natural fractures between 2850 ft and 3150 ft horizontally 
and 400 ft vertically. A second set occurs at the same dis-
tance horizontally and at 700 ft vertically. Each of the natu-
ral fractures is 150 ft long and oriented at 45° with respect 
to the wellbore. Since the hydraulic fractures are producing 
at a constant rate, the effect of natural fractures remains con-
stant throughout the simulation period. The natural fractures 
have a steady strength of 6 × 103 ft4/day; the corresponding 
permeability ratio of the natural fractures to the matrix is 
included in Table 2 calculated by Eq. 18. Each natural frac-
ture has a height (or depth) of 60 ft (h in Eq. 6) such that it 
spans the entire reservoir depth.

Figure 13 shows the streamlines (left, blue) and time of 
flight contours (multi-colored) after 30 years of simulation 
for Case F. In comparison with the base case (Fig. 12), the 
DRV in Fig. 13 is slightly shifted because of flow deflec-
tion via the natural fractures. Figure 13 also shows that the 
maximum distance traveled by the fluid slightly increases in 
the vertical direction and shrinks horizontally as compared 
to the base case of Fig. 12 (as the total flux to the hydraulic 
fractures remains constant).

In Case G (Fig. 14), the strength of the natural fractures 
is increased to 60 × 103 ft4/day. Figure 14 shows the effect 
of natural fractures with increased strength on the DRV, 
using color-coded streamlines (blue, left) to establish TOFC 
(multi-colored, right). The symmetric drainage area in the 
base case (Fig. 12b, right image) becomes now seriously 
distorted (Fig. 14, right), and the fluid particles are drained 
from around 1000 ft away from the well (Fig. 14) as com-
pared to only 800 ft when the natural fractures are absent 
(Fig. 12). Previously, it has been argued that the natural frac-
tures are detrimental to productivity as a result of exten-
sive communication between wells (Walton and McLennan 
2013). Figure 14 shows that the communication between 

two neighboring wells may increase due to the presence of 
highly conductive natural fractures extending the drainage 
reach of a well.

4.3 � Cases H and K: slanted natural fractures (higher 
density) between two wells (moderate angle 
with hydraulic fractures)

Next, the density of the natural fractures was intensified by 
increasing the number of discrete natural fractures from 6 to 
14 for Cases H and K as shown in Fig. 15a–d. The strength 
of natural fractures was kept constant at 6 × 103 ft4/day and 
60 × 103 ft4/day for Cases H and K, respectively. Figure 15a, b 
shows the streamlines (blue) and TOFC (multi-colored) for the 
Case H, respectively. Even for a dense natural fracture distribu-
tion, the DRV is minimally distorted due to the effect of the 
natural fractures. In contrast, Fig. 15c, d shows that for Case 
K with stronger natural fractures (60 × 103 ft4/day), the DRV is 
distinctly distorted due to a higher density of natural fractures. 
Figure 15c, d also shows that when the natural fracture density 
is high, and the strength (or permeability contrast with the 
matrix) of the natural fracture is high, there is limited drainage 
from the matrix blocks between the natural fractures. Fluid 
channels into the natural fractures (and then to hydraulic frac-
tures), which may lead to large undrained regions in between 
the natural fractures.

4.4 � Cases L and M: slanted natural fractures 
between two wells (high angle with hydraulic 
fractures)

A final experiment changes the orientation of the natural 
fractures to almost horizontal (10°) with respect to the x-axis 
(Fig. 16a–d), with the fracture center at the same distance as 
in Figs. 13, 14, and 15 to investigate the effect of natural frac-
ture orientation on DRV. A natural fracture strength of 6 × 103 
ft4/day had little effect on the DRV, but a higher strength of 
60 × 103 ft4/day is used in Fig. 16a–d. Comparing Figs. 14 and 
16a, b, we can conclude that the orientation of the natural frac-
tures has a prominent impact on the DRV shape. The drainage 
around the natural fractures leaves fewer undrained regions 
(Fig. 16a–d) as compared to the previous cases with natural 
fractures at a smaller inclination angle (Figs. 14, 15c, d). Such 
natural fractures that are more aligned with the flow direc-
tion imposed by the hydraulic fractures caused matrix blocks 
between the natural fractures to remain undrained. The flow 
channeling into the natural fractures is the cause of the matrix 
blocks between the natural fractures being bypassed. Higher 
communication between the adjoining wells may result from 
the flow channeling in the natural fractures. However, limited 

Fig. 9   Calculation of DRV with Δt = 0.05  day (compared to Δt 
= 1 day for Figs. 4–8) for fracture orientations in a to e which cor-
respond to Cases A through E (cases d in Figs.  4–8). Left column: 
the top view of the DRV. Right column: 3D reservoir model show-
ing the drainage area. Each layer is identical to the top layer as the 
reservoir is homogenous and all fractures are assumed to extend ver-
tically downward in the reservoir, confined between the lower and 
upper boundaries of the producing layer. Only the top 50 ft (of 60 ft) 
height is shown in the figure, which is limited to flow around a single 
hydraulic fracture (the focus of Sect. 3)

◂
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effect on production occurs when the wells are sufficiently 
spaced, which is a function primarily of matrix permeabil-
ity, as presented in the Eagle Ford case study by Khanal and 

Weijermars (2019). Case M (Fig. 16c, d) further demonstrates 
that the flow channeling and bypassing of the matrix blocks 
seen in Case K (Fig. 15c, d) are alleviated when the natural 
fractures are oriented at a higher angle to the dominant flow 
path in the matrix.

5 � Discussion

The present study explores the use of a 2D analytical 
model for visualizing the flow near discrete natural frac-
tures occurring in the immediate vicinity of individual 
hydraulic fractures and between adjacent wells. The model 
applies analytical solutions for natural fractures that were 
recently developed by superposing an infinite number of 
line dipoles (van Harmelen and Weijermars 2018). Natu-
ral fractures may accelerate the flow locally due to the 
enhanced permeability contrast with the matrix. The ana-
lytical elements can be used to model an unlimited, but 
finite, number of natural fractures and are combined in 
the present study with hydraulic fractures to visualize the 
impact on the DRV. The upscaling of equivalent perme-
ability based on discrete fracture models using the same 
method as applied in the current study is explored in a 
companion study (Weijermars and Khanal 2019a), where it 
is concluded that natural fractures do not directly increase 
the production from a reservoir. The primary reason is 
that natural fractures do not act as pressure sinks, unlike 
hydraulic fractures connected to the wellbore. However, 
natural fractures may affect and shift the DRV location 
depending on the permeability contrast with the matrix. 
In the present study, the effect of interaction between natu-
ral fractures and hydraulic fractures on the DRV was fur-
ther investigated in some detail. All the natural fractures 

Fig. 10   Streamlines with drain-
age contours: a streamlines 
(blue), time of flight contours 
(red), stagnation points (green) 
generated with CAM. Fractures 
represented as black lines. 
b Streamlines, time of flight 
contours (rainbow colors) and 
stagnation point generated with 
Eclipse streamline simulator 
(Weijermars et al. 2017a)
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Fig. 11   The base case with multiple wells. Top view of three full-
scale wells (horizontal in map view) parallel to the x-direction located 
at y = 0, 1250 and − 1250 ft. Each of the wells has 119 transverse 
hydraulic fractures with a fracture half-length of 150 ft. Each hydrau-
lic fracture is assumed to be identical and producing at a constant 
rate of 13.6 ft3/day (2.4 bbl/day) for 30  years. The initial strength 
(m0) of each hydraulic fracture is 8.48 ft2/day. Although all 119 frac-
tures influence the fluid flow and are included in the flow simulation, 
streamline tracking is limited to the central five hydraulic fractures 
of the middle well. Streamlines (blue) show the position of fluid 
after 30 years of constant rate production starting from the fractures. 
Although 30 years of constant rate production is not feasible in prac-
tice, the steady rate case is chosen to illustrate the effect of natural 
fractures among three active wells
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simulated in the present study were assumed to be unce-
mented and to have a permeability higher than the ambient 
matrix rock. The conductivity is assigned by a strength 
variable which together with fracture density, location, 
length and orientation of the natural fractures, controls the 
distortion of the flow path. For cases with natural fracture 

conductivity close to that of the matrix permeability, the 
fluid particles move without any distortion. In contrast, 
the cases with high natural fracture conductivity show that 
the DRV may become highly distorted. Some of the key 
results in the present study are discussed below.
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Fig. 12   Top view of five hydraulic fractures (black line segments) for the central horizontal well in Fig. 11 (without any natural fractures). a 
Streamlines (blue) show the movement of the fluid particles after 30 years of a constant flow rate. The horizontal axis is enhanced in the left 
image to highlight the details. Streamlines true to scale in the right image (showing only the upper portion of flow field in left image). b Time of 
flight contours (red, left image) showing the drainage at each 3-year interval. The horizontal axis is enhanced in the left image to highlight the 
details. Right image true to scale: TOFC for each 3-year period represented by the rainbow colors
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5.1 � Effect of natural fractures between two 
hydraulic fractures

Section 3 investigated the effect of natural fractures on 
the DRV when such fractures occur close to the hydraulic 
fractures. Since realistic declining production data were 
used in our analysis, the base case shows an extremely 
limited DRV. Results from the study in Sect. 3 show that 
the natural fractures have only a localized effect on the 

fluid path near individual hydraulic fractures. The natural 
fractures result in an instantaneous acceleration of fluid 
particles; however, such acceleration is short lived. The 
orientation of the natural fractures may have a significant 
impact on the change in the DRV pattern. Case B (Fig. 5) 
shows that the natural fractures perpendicular to a hydrau-
lic fracture (in the direction of fluid flow between adjacent 
hydraulic fractures) result in the most significant change in 
the shape of the DRV. The corresponding increase in fluid 

Table 2   Input summary for reservoir and natural fractures simulated in Sect. 4

Attributes of reservoir and hydraulic fractures

Reservoir height, ft Porosity, % Hydraulic fracture half-
length, ft

Residual oil saturation Initial strength m0, ft2/day Formation volume factor B, 
RB/STB

60 4.4 150 0.25 8.47 1.05

Attributes of natural fractures

Case Length, ft Width, ft Height, ft No. of natural 
fractures

Orientation (with 
respect to wellbore)

Strength, ft4/day Permeability 
contrast ratio

F 150 3 60 6 45° 6 × 103 7.87
G 150 3 60 6 45° 60 × 103 78.68
H 150 3 60 14 45° 6 × 103 7.87
K 150 3 60 14 45° 60 × 103 78.68
L 150 3 60 6 10° 60 × 103 78.68
M 150 3 60 14 10° 60 × 103 78.68
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Fig. 13   Case F. Top view of central five fractures for the second well 
with six natural fractures embedded at an angle of 45°. The strength 
of the natural fractures is 6 × 103 ft4/day. Left image: streamlines 
(blue) show the movement of the fluid particles after 30  years of 
constant flow rate production. Right image: time of flight contours 
(multi-colored) showing the drainage at each 3-year interval. Both 
figures are true to scale
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Fig. 14   Case G. Top view of central five hydraulic fractures for the 
middle well (along the x-axis) with six natural fractures embedded 
in the adjacent matrix at an angle of 45°. The strength of the natu-
ral fractures is 60 × 103 ft4/day. Left image: streamlines (blue) show 
the movement of the fluid particles after 30  years of constant flow 
rate production. Right image: time of flight contours (multi-colored) 
showing the drainage at each 3-year interval. Both figures are true to 
scale
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flow in the y-direction results in an equivalent decrease in 
fluid flux in the x-direction. If additional hydraulic frac-
tures are assumed to be located parallel to the original 
hydraulic fracture in Case B (Fig. 5), the natural fractures 

will enhance flow interference. However, flow stagnation 
points developing between the two hydraulic fractures will 
separate the respective drainage regions and form flow 
separation surfaces (Fig. 12), which will suppress flow 
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Fig. 15   a, b Case H. Top view of central five hydraulic fractures for the central well (along the x-axis) with 14 natural fractures embedded in the 
reservoir matrix at an angle of 45°. The strength of the natural fractures is 6 × 103 ft4/day. a Streamlines (blue) show the movement of the fluid 
particles after 30 years of constant flow rate production. b Time of flight contours (multi-colored) showing the drainage at each 3-year inter-
val. c, d Case K. Top view of central five hydraulic fractures with 14 natural fractures embedded in the adjacent matrix at an angle of 45°. The 
strength of the natural fractures is 60 × 103 ft4/day. c Streamlines (blue) show the movement of the fluid particles after 30 years of constant flow 
rate production. d Time of flight contours (multi-colored) showing the drainage at each 3-year interval. All figures are true to scale
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Fig. 16   a, b Case L. Top view of central five hydraulic fractures for the central well (along the x-axis) with six natural fractures embedded in the 
matrix at an angle of 10°. The strength of the natural fractures is 60 × 103 ft4/day. a Streamlines (blue) show the movement of the fluid particles 
after 30 years of constant flow × 103 ft4/day. a Streamlines (blue) show the movement of the fluid particles after 30 years of constant flow rate 
production. b Time of flight contours (multi-colored) showing the drainage at each 3-year interval. Both figures are true to scale. c, d. Case M. 
Top view of central five hydraulic fractures with 14 natural fractures embedded in the adjacent matrix at an angle of 10°. The strength of the 
natural fractures is 60 × 103 ft4/day. c Streamlines (blue) show the movement of the fluid particles after 30 years of constant flow rate production. 
d Time of flight contours (multi-colored) showing the drainage at each 3-year interval. All figures are true to scale
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across any nearby natural fracture, annulling much of the 
fracture interference effect (not shown here). The optimal 
number of hydraulic fractures depends on the strength, 
orientation, and density of the natural fractures. Results 
from Case C (Fig. 6d and 9c) show that the highly conduc-
tive natural fractures which are sparsely distributed around 
a hydraulic fracture result in several zones in the matrix 
between the fractures where drainage is slowed down in 
favor of increased drainage via the tips of the natural frac-
tures. In contrast, compact or dense natural fractures, as in 
Case A (Fig. 4) and Case E (Fig. 8), result in fewer zones 
where the matrix is not penetrated by the fluid particles in 
the time frame of the production period.

5.2 � Effect of natural fractures on the inter‑well 
space DRV

An unconventional well produced entirely until primary 
depletion occurred shows an extremely small DRV after 
a 30-year production period (Weijermars and Alves 2018; 
Weijermars et al. 2018). In the present study, a synthetic 
well with a constant production rate is used for generating 
conceptual and systematic insight. The critical observa-
tion from Figs. 13 and 14 is when the natural fractures 
are sufficiently strong (high permeability as compared to 
the matrix), the DRV is shifted toward the adjoining well, 
which can result in increased well interference. This con-
cept differs from direct well communication via hydraulic 
fracture hits, which are commonly held responsible for 
well interference (Kim et al. 2015). However, our study 
shows that the natural fractures, not directly connected 
to either of the wells can also cause well interference by 
connecting the DRV in the zone with the largest density 
of natural fractures. Additionally, Fig. 15c, d shows that 
when the inter-well space has a large density of highly 
conductive natural fractures, a substantial portion of the 
matrix between the natural fractures remains undrained. 
The orientation and density of the natural fractures play 
a crucial role in determining the extent of the DRV. Fig-
ure 16a, b shows that when the natural fractures are ori-
ented at a high angle to the flow direction close to the 
hydraulic fractures, the matrix area between the natural 
fractures is effectively drained. The movement of fluid for 
Cases L and M (Fig. 16a, b) leaves fewer undrained matrix 
blocks as compared to Cases G (Fig. 14) and K (Fig. 15b) 
with natural fractures oriented at 45° (with respect to the 
well), which may also result in reduced well interference. 
For the case with a large number of natural fractures 
which are oriented at 45° (Fig. 15c, d), we observe flow 
channeling, where fluid travels from the natural fractures 
and bulk of the matrix is not utilized by the fluid migra-
tion path. Such fracture channeling does still occur when 
the natural fractures are oriented at a higher angle to the 

hydraulic fracture tips (Cases L and M, Fig. 16), but then 
no undrained matrix blocks occur between the natural frac-
tures (Fig. 16c, d). Fracture channeling results in large 
undrained rock volume between the natural fractures only 
when the natural fractures are parallel to the flow direction 
imposed by the hydraulic fractures (see Figs. 14 and 15).

5.3 � Effect of natural fractures on well productivity

Prior studies have offered mixed conclusions regarding the 
effect of natural fractures on well productivity. Some have 
argued that the natural fractures can lead to improved pro-
ductivity (Aguilera 2008; Bahrami et al. 2012; Moradian 
et al. 2016), while others have argued that productivity 
can be negatively affected due to cementation and exten-
sive communication between the adjoining wells (Walton 
and McLennan 2013). Hydraulic fractures in reservoirs are 
directly connected to a producer wellbore and therefore aid 
in draining reservoir fluids. In contrast, the natural fractures 
are flow channels that locally increase the fluid velocity due 
to their enhanced permeability or fluid carrying capacity. 
However, such natural fractures do not act as pressure sinks, 
unlike hydraulic fractures. Thus, the natural fractures can 
change the location of the DRV but do not increase pro-
duction from a reservoir, unless directly connected to the 
hydraulic fracture, resulting in an enlarged pressure sink 
contact with the matrix of the reservoir. The topic of the dif-
ficulty to properly interpret the impact of upscaled, equiva-
lent permeability tensor on flow in naturally fractured porous 
media is discussed extensively in our companion paper (Wei-
jermars and Khanal 2019a).

5.4 � Effect of time‑steps on accuracy of the results

This study uses the Eulerian particle tracking method 
described in Sect. 2.3 to calculate the streamlines, time of 
flight contours and DRV. The velocity of fluid particles at 
all points in a complex plane is calculated using Eq. (14). 
After calculating the velocity, a set of fluid particles is dis-
placed from their initial positions to a new location based on 
Eq. (15). The position of a particle at a certain arbitrary time 
is determined by (a) the position of the particle at an earlier 
time-step, (b) the velocity at that position and (c) the time-
step used and for which the velocity is assumed to be con-
stant. Each of these parameters is inter-related, and ideally, 
the time-step needs to be continually updated based on the 
velocities and positions of the particles at a particular time. 
For example, if the particles have a large velocity in a certain 
section of the flow domain, the time-step should be as small 
as computationally possible. This technique minimizes the 
error in the future positions of the particles in the subsequent 
time-step. If a small enough time-step is not chosen, the 
particle will overshoot its true path and land on an adjacent 
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particle path, resulting in a significant error. However, when 
both the local velocity and the curvature of the particle paths 
are small, then a large time-step facilitates a rapid simulation 
with minimal error. The trial-and-error method implemented 
in this study can be improved by implementing an adaptive 
time-step selection process, which however is outside the 
scope of this study.

6 � Conclusions

Development of unconventional reservoirs requires an 
extensive application of hydraulic fracture stimulation, 
inducing multiple transverse hydraulic fractures to enhance 
access to the reservoir. The flow to the hydraulic fractures 
may interact with natural fracture systems that are either 
originally present or newly opened in the matrix rock by 
the fracture treatment. When such natural fractures are pre-
sent, complex drainage patterns may result. In preliminary 
fracture treatment studies, the presence of natural fractures 
is often ignored, due to the limited understanding and mod-
eling limitations. When the natural fractures occur and are 
ignored or not included in the fracture treatment plan, the 
estimated drainage pattern and optimum well-spacing and 
fracture spacing become increasingly inaccurate. If possible, 
the characterization of natural fractures is necessary during 
the well-planning stage, because the spacing and length of 
hydraulic fractures need to interact optimally with the loca-
tions of natural fractures.

The interaction between the natural fractures of varying 
orientation and conductivity with induced fractures was ana-
lyzed on a small-scale (single hydraulic fracture, Sect. 3) 
and large-scale (multiple wells, Sect. 4) to determine their 
effects on the DRV. High-resolution study of the DRV using 
time of flight contours for fluid that moved into the hydraulic 
fractures of the producing well has become possible due 
to advances in complex analysis methods (CAM, see Wei-
jermars and Khanal 2019b; van Harmelen and Weijermars 
2018). Based on the results from the present study, the fol-
lowing conclusions can be drawn:

1.	 Natural fracture networks play a significant role in deter-
mining the reservoir region drained by hydraulically 
fractured wells. As such, the natural fractures should 
be included in hydraulic fracture simulation models 
(numerical or analytical) before fracture treatment as 
well as during history matching of production data to 
yield better agreement of simulation model with field 
data and generate more accurate predictions of future 
well performance.

2.	 The orientation of natural fractures plays a vital role 
when determining the DRV due to hydraulic fractures. 
The natural fractures oriented at 90° between individual 

hydraulic fractures (Fig. 5) results in a maximum shift of 
DRV toward the adjoining hydraulic fracture. The shift 
in DRV can lead to an increased interference between 
the hydraulic fractures of a single well.

3.	 The natural fractures (Fig. 15c, d) between two parent 
wells may leave certain areas between the natural frac-
tures undrained due to flow channeling into the natural 
fractures, which bypasses the matrix blocks between 
such natural fractures. In contrast, when the natural frac-
tures are oriented in the direction of the well (Fig. 16a–
d), fewer undrained regions occur.

4.	 Although the secondary “natural” fractures may be 
formed due to hydraulic fracturing (and possibly miti-
gated), the location and position of primary natural frac-
tures cannot be controlled. In any case, characterization 
of primary natural fractures, and induced secondary 
fractures isolated in the matrix may play a vital role 
during well planning and hydraulic fracture design. For 
example, a reservoir with highly conductive, but widely 
spaced, natural fractures needs closely spaced hydraulic 
fractures to avoid undrained matrix zones. Conversely, 
a reservoir with numerous natural fractures may suffice 
with fewer hydraulic fractures because the natural frac-
tures will predominantly direct the matrix regions that 
will be drained.

The method presented in this study provides an efficient 
technique to simulate the flow in porous media. The method 
provides an accurate alternative to delineate the DRV com-
pared to pressure depletion plots. The current technique is 
applicable only to single-phase two-dimensional oil reser-
voirs, which can be a major limitation for reservoirs with 
multiple heterogeneous layers. However, future work may 
include adoptions of our code to account for multiphase flow 
effects (Weijermars and Khanal 2019a). We also intend to 
apply the CAM fracture flow model to field cases and inte-
grate the model in commercial reservoir software such that 
the DRV can be easily visualized and compared to pressure 
depletion plots. However, constraining the permeability and 
aperture of natural fractures may remain beyond the practi-
cal limits of contemporary fracture characterization tools 
for some time.

Open Access  This article is distributed under the terms of the Crea-
tive Commons Attribution 4.0 International License (http://creat​iveco​
mmons​.org/licen​ses/by/4.0/), which permits unrestricted use, distribu-
tion, and reproduction in any medium, provided you give appropriate 
credit to the original author(s) and the source, provide a link to the 
Creative Commons license, and indicate if changes were made.

http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/


575Petroleum Science (2019) 16:550–577	

1 3

References

Admasu F, Back S, Toennies K. Auto-tracking of faults on 3D 
seismic data. Geophysics. 2006;71(6):A49–53. https​://doi.
org/10.1190/1.23583​99.

Aguilera R. effect of fracture compressibility on gas-in-place calcula-
tions of stress-sensitive naturally fractured reservoirs. SPE Reserv 
Eval Eng. 2008;11:307–10. https​://doi.org/10.2118/10045​1-PA.

Andersson J, Dverstorp B. Conditional simulations of fluid flow in 
three-dimensional networks of discrete fractures. Water Resour 
Res. 1987;23(10):1876–86. https​://doi.org/10.1029/WR023​i010p​
01876​.

Bahrami H, Rezaee R, Hossain M. Characterizing natural fractures 
productivity in tight gas reservoirs. J Pet Explor Prod Technol. 
2012;2:107–15. https​://doi.org/10.1007/s1320​2-012-0026-x.

Bowker KA. Barnett Shale gas production, Fort Worth Basin: issues 
and discussion. Am Assos Pet Geol Bull. 2007;91:523–33. https​
://doi.org/10.1306/06190​60601​8.

Cai L, Ding D-Y, Wang C, Wu Y-S. Accurate and efficient simula-
tion of fracture–matrix interaction in shale gas reservoirs. Transp 
Porous Media. 2015;107:305–20. https​://doi.org/10.1007/s1124​
2-014-0437-x.

Carlson ES, Mercer JC. Devonian shale gas production: mechanisms 
and simple models. J Pet Technol. 1991;43:476–82. https​://doi.
org/10.2118/19311​-PA.

Chen Y, Cai D, Fan Z, Li K, Ni J. 3D geological modeling of dual 
porosity carbonate reservoirs: a case from the Kenkiyak pre-salt 
oilfield Kazakhstan. Pet Explor Dev. 2008;35(4):492–7. https​://
doi.org/10.1016/S1876​-3804(08)60097​-X.

Cipolla CL, Lewis RE, Maxwell SC, et al. Appraising unconventional 
resource plays: separating reservoir quality from completion 
effectiveness. In: International petroleum technology confer-
ence, 15–17 November, Bangkok, Thailand; 2011. https​://doi.
org/10.2523/IPTC-14677​-MS.

Coats KH. Implicit compositional simulation of single-porosity 
and dual-porosity reservoirs. In: SPE symposium on reservoir 
simulation, 6–8 February, Houston, Texas; 1989. https​://doi.
org/10.2118/18427​-MS.

Dershowitz WS, Einstein HH. Three-dimensional flow modelling in 
jointed rock masses. In: 6th ISRM congress, 30 August–3 Sep-
tember, Montreal, Canada; 1987. ISRM-6CONGRESS-1987-016.

Doe T, Lacazette A, Dershowitz W, Knitter C. Evaluating the effect 
of natural fractures on production from hydraulically fractured 
wells using discrete fracture network models. In: Unconven-
tional resources technology conference, Denver, Colorado, 
12–14 August 2013. pp. 1679–88. https​://doi.org/10.1190/urtec​
2013-172.

Elsworth D. A hybrid boundary-finite element analysis procedure for 
fluid flow simulation in fractured rock masses. Int J Numer Anal 
Methods Geomech. 1986;10(6):569–84. https​://doi.org/10.1002/
nag.16101​00603​.

Hale D. Methods to compute fault images, extract fault surfaces, 
and estimate fault throws from 3D seismic images. Geophysics. 
2013;78:O33–43. https​://doi.org/10.1190/geo20​12-0331.1.

Huang Y, Zhou Z, Wang J, Dou Z. Simulation of groundwater flow in 
fractured rocks using a coupled model based on the method of 
domain decomposition. Environ Earth Sci. 2014;72(8):2765–77. 
https​://doi.org/10.1007/s1266​5-014-3184-y.

Hu Y, Weijermars R, Zuo L, Yu W. Benchmarking EUR estimates for 
hydraulically fractured wells with and without fracture hits using 
various DCA methods. J Pet Sci Eng. 2018;162:617–32. https​://
doi.org/10.1016/j.petro​l.2017.10.079.

Jiang J, Younis R. Hybrid coupled discrete-fracture/matrix and multi-
continuum models for unconventional-reservoir simulation. SPE 
J. 2015;21:1–009. https​://doi.org/10.2118/17843​0-PA.

Jing L, Stephansson O. Fundamentals of discrete element methods for 
rock engineering: theory and applications. Amsterdam: Elsevier; 
2007.

Kang S, Datta-Gupta A, Lee WJJ. Impact of natural fractures in drain-
age volume calculations and optimal well placement in tight gas 
reservoirs. In: North American unconventional gas conference and 
exhibition, 14–16 June, The Woodlands, Texas, USA; 2011. https​
://doi.org/10.2118/14433​8-MS.

Karimi-Fard M, Firoozabadi A. Numerical simulation of water 
injection in fractured media using discrete-fracture model and 
the Galerkin method. SPE Reserv Eval Eng. 2003. https​://doi.
org/10.2118/83633​-PA.

Kazemi H, Merrill LS Jr, Porterfield KL, et al. Numerical simula-
tion of water-oil flow in naturally fractured reservoirs. SPE J. 
1976;6:317–26. https​://doi.org/10.2118/5719-PA.

Khanal A, Khoshghadam M, Lee WJ. Optimal decline curve analysis 
(DCA) models for liquid rich shale (LRS) gas condensate res-
ervoirs. Soc Pet Eng. 2015a. https​://doi.org/10.2118/17553​0-ms.

Khanal A, Khoshghadam M, Lee WJ. Effect of well spacing on pro-
ductivity of liquid rich shale (LRS) reservoirs with multiphase 
flow: a simulation study. Soc Pet Eng. 2015b. https​://doi.
org/10.2118/17553​1-ms.

Khanal A, Khoshghadam M, Lee WJ, Nikolaou M. New forecasting 
method for liquid rich shale gas condensate reservoirs with data 
driven approach. J Nat Gas Sci Eng. 2017;38(2017):621–37. https​
://doi.org/10.1016/j.jngse​.2017.01.014.

Khanal A, Weijermars R. Pressure depletion and drained rock volume 
(DRV) near hydraulically fractured parent and child wells (Eagle 
Ford Formation). J Pet Sci Eng. 2019;172:607–26. https​://doi.
org/10.1016/j.petro​l.2018.09.070.

Khoshghadam M, Khanal A, Rabinejadganji N, Lee WJ. How to model 
and improve our understanding of liquid-rich shale reservoirs with 
complex organic/inorganic pore network. In: The 4th unconven-
tional resources technology conference, Tulsa, OK, USA; 2016. 
https​://doi.org/10.15530​/urtec​-2016-24592​72.

Kim J, Chun M, Jung W, Park H, Sung W. Optimum design of multi-
stage hydraulically fractured multi-horizontal shale gas well 
using flow regime analysis. Geosci J. 2015;19:481–7. https​://doi.
org/10.1007/s1230​3-014-0058-y.

Kresse O, Weng X, Gu H, Wu R. Numerical modeling of hydraulic 
fractures interaction in complex naturally fractured formations. 
Rock Mech Rock Eng. 2013;46:555–68. https​://doi.org/10.1007/
s0060​3-012-0359-2.

Li L, Lee SH. Efficient field-scale simulation of black oil in a naturally 
fractured reservoir through discrete fracture networks and homog-
enized media. SPE Reserv Eval Eng. 2008;11:750–8. https​://doi.
org/10.2118/10390​1-PA.

Lim KT, Aziz K. Matrix-fracture transfer shape factors for dual-
porosity simulators. J Pet Sci Eng. 1995;13:169–78. https​://doi.
org/10.1016/0920-4105(95)00010​-F.

Lomask J, Hernandez L, Liceras V, et al. A seismic to simulation 
unconventional workflow using automated fault-detection attrib-
utes. Interpretation. 2017;5(3):SJ41–8. https​://doi.org/10.1190/
INT-2016-0148.1.

Long JCS, Remer JS, Wilson CR, Witherspoon PA. Porous media 
equivalents for networks of discontinuous fractures. Water Resour 
Res. 1982;18(3):645–58. https​://doi.org/10.1029/WR018​i003p​
00645​.

Moinfar A, Varavei A, Sepehrnoori K, Johns RT. Development of an 
efficient embedded discrete fracture model for 3D compositional 
reservoir simulation in fractured reservoirs. SPE J. 2014;19:289–
303. https​://doi.org/10.2118/15424​6-PA.

Moradian Z, Fathi A, Evans B. Shear reactivation of natural fractures in 
hydraulic fracturing. In: The 50th US rock mechanics/geomechan-
ics symposium held in Houston, Texas, USA, 26–29 June; 2016.

https://doi.org/10.1190/1.2358399
https://doi.org/10.1190/1.2358399
https://doi.org/10.2118/100451-PA
https://doi.org/10.1029/WR023i010p01876
https://doi.org/10.1029/WR023i010p01876
https://doi.org/10.1007/s13202-012-0026-x
https://doi.org/10.1306/06190606018
https://doi.org/10.1306/06190606018
https://doi.org/10.1007/s11242-014-0437-x
https://doi.org/10.1007/s11242-014-0437-x
https://doi.org/10.2118/19311-PA
https://doi.org/10.2118/19311-PA
https://doi.org/10.1016/S1876-3804(08)60097-X
https://doi.org/10.1016/S1876-3804(08)60097-X
https://doi.org/10.2523/IPTC-14677-MS
https://doi.org/10.2523/IPTC-14677-MS
https://doi.org/10.2118/18427-MS
https://doi.org/10.2118/18427-MS
https://doi.org/10.1190/urtec2013-172
https://doi.org/10.1190/urtec2013-172
https://doi.org/10.1002/nag.1610100603
https://doi.org/10.1002/nag.1610100603
https://doi.org/10.1190/geo2012-0331.1
https://doi.org/10.1007/s12665-014-3184-y
https://doi.org/10.1016/j.petrol.2017.10.079
https://doi.org/10.1016/j.petrol.2017.10.079
https://doi.org/10.2118/178430-PA
https://doi.org/10.2118/144338-MS
https://doi.org/10.2118/144338-MS
https://doi.org/10.2118/83633-PA
https://doi.org/10.2118/83633-PA
https://doi.org/10.2118/5719-PA
https://doi.org/10.2118/175530-ms
https://doi.org/10.2118/175531-ms
https://doi.org/10.2118/175531-ms
https://doi.org/10.1016/j.jngse.2017.01.014
https://doi.org/10.1016/j.jngse.2017.01.014
https://doi.org/10.1016/j.petrol.2018.09.070
https://doi.org/10.1016/j.petrol.2018.09.070
https://doi.org/10.15530/urtec-2016-2459272
https://doi.org/10.1007/s12303-014-0058-y
https://doi.org/10.1007/s12303-014-0058-y
https://doi.org/10.1007/s00603-012-0359-2
https://doi.org/10.1007/s00603-012-0359-2
https://doi.org/10.2118/103901-PA
https://doi.org/10.2118/103901-PA
https://doi.org/10.1016/0920-4105(95)00010-F
https://doi.org/10.1016/0920-4105(95)00010-F
https://doi.org/10.1190/INT-2016-0148.1
https://doi.org/10.1190/INT-2016-0148.1
https://doi.org/10.1029/WR018i003p00645
https://doi.org/10.1029/WR018i003p00645
https://doi.org/10.2118/154246-PA


576	 Petroleum Science (2019) 16:550–577

1 3

Nie R-S, Meng Y-F, Jia Y-L, Zhang F-X, Yang X-T, Niu X-N. Dual 
porosity and dual permeability modeling of horizontal well in nat-
urally fractured reservoir. Transp Porous Media. 2012;92:213–35. 
https​://doi.org/10.1007/s1124​2-011-9898-3.

Olson JE. Multi-fracture propagation modeling: Applications to 
hydraulic fracturing in shales and tight gas sands. In: The 42nd 
U.S. Rock Mechanics Symposium (USRMS), 29 June-2 July, San 
Francisco, California; 2008. ARMA-08-327.

Olver PJ. Complex analysis and conformal mappings; 2018. http://
www-users​.math.umn.edu/~olver​/ln_/cml.pdf.

Parsegov PG, Nandlal K, Schechter DS, Weijermars R. Physics-driven 
optimization of drained rock volume for multistage fracturing: 
field example from the Wolfcamp Formation, Midland Basin. 
In: SPE/AAPG/SEG unconventional resources technology con-
ference, 23–25 July, Houston, Texas, USA; 2018. https​://doi.
org/10.15530​/URTEC​-2018-28791​59.

Potter HDP. On conformal mappings and vector fields, Senior thesis, 
Marietta College, Marietta, Ohio; 2008.

Presho M, Woc S, Ginting V. Calibrated dual porosity, dual perme-
ability modeling of fractured reservoirs. J Pet Sci Eng. 2011;77(3–
4):326–37. https​://doi.org/10.1016/j.petro​l.2011.04.007.

Ramsay T, Hernandez L, Li J, Erdogan M. Fracture productivity pre-
diction considering natural fracture formation proximal to fault 
damage zone. In: SPE/AAPG/SEG unconventional resources 
technology conference, 23–25 July, Houston, Texas, USA; 2018. 
https​://doi.org/10.15530​/URTEC​-2018-29005​88.

Ramsay T, Hernandez L, Lomask J, et al. Improved fracture pro-
ductivity prediction using enhanced seismic attributes. In: 
Abu Dhabi international petroleum exhibition & conference 
held in Abu Dhabi, UAE, 13–16 November; 2017. https​://doi.
org/10.2118/18875​7-MS.

Salimi H, Bruining H. Upscaling in vertically fractured oil reservoirs 
using homogenization. Transp Porous Med. 2010;84:21–53. 
https​://doi.org/10.1007/s1124​2-009-9483-1.

Sang G, Elsworth D, Miao X, Mao X, Wang J. Numerical study of a 
stress dependent triple porosity model for shale gas reservoirs 
accommodating gas diffusion in kerogen. J Nat Gas Sci Eng. 
2016;32:423–38. https​://doi.org/10.1016/j.jngse​.2016.04.044.

Sarma P, Aziz K. New transfer functions for simulation of natu-
rally fractured reservoirs with dual porosity models. SPE J. 
2006;11:328–40. https​://doi.org/10.2118/90231​-PA.

Sato K. Complex analysis for practical engineering. Cham: Springer; 
2015. https​://doi.org/10.1007/978-3-319-13063​-7.

Soleimani M. Naturally fractured hydrocarbon reservoir simulation 
by elastic fracture modeling. Pet Sci. 2017;14(2):286–301. https​
://doi.org/10.1007/s1218​2-017-0162-5.

Strack O. Groundwater mechanics. Englewood Cliffs, New Jersey: 
Prentice-Hall; 1989.

Thomas LK, Dixon TN, Pierson RG. Fractured reservoir simulation. 
SPE J. 1983;23:42–54. https​://doi.org/10.2118/9305-PA.

Tutuncu AN, Bui B, Suppachoknirun T. An integrated study for 
hydraulic fracture and natural fracture interactions and refrac-
turing in shale reservoirs. In: Hydraulic fracture modeling. 
Elsevier; 2018. pp. 323–48. https​://doi.org/10.1016/B978-0-
12-81299​8-2.00010​-2.

Ueda Y, Murata S, Watanabe Y, Funatsu K. Investigation of the 
shape factor used in the dual-porosity reservoir simulator. In: 
SPE Asia-Pacific conference, 13–15 September, Sydney, Aus-
tralia; 1989. https​://doi.org/10.2118/SPE-19469​-MS.

van Harmelen A, Weijermars R. Complex analytical solutions for 
flow in hydraulically fractured hydrocarbon reservoirs with and 
without natural fractures. Appl Math Model. 2018;56:137–57. 
https​://doi.org/10.1016/j.apm.2017.11.027.

Walton I, Mclennan J. The role of natural fractures in shale gas 
production. Eff. Sustain. Hydraul. Fract. 2013;327–56. https​://
doi.org/10.5772/56404​.

Wang K, Liu H, Luo J, Wu K, Chen Z. A comprehensive model 
coupling embedded discrete fractures, multiple interacting 
continua, and geomechanics in shale gas reservoirs with multi-
scale fractures. Energy Fuels. 2017;31(8):7758–76. https​://doi.
org/10.1021/acs.energ​yfuel​s.7b003​94.

Warren JE, Root PJ. The behavior of naturally fractured reservoirs. 
SPE J. 1963;3:245–55. https​://doi.org/10.2118/426-PA.

Weijermars R. Visualization of space competition and plume for-
mation with complex potentials for multiple source flows: 
some examples and novel application to Chao lava f low 
(Chile). J Geophys Res. 2014;119(3):2397–414. https​://doi.
org/10.1002/2013J​B0106​08.

Weijermars R, Alves IN. High-resolution visualization of flow veloci-
ties near frac-tips and flow interference of multi-fracked Eagle 
Ford wells, Brazos County. Texas J Pet Sci Eng. 2018;165:946–
61. https​://doi.org/10.1016/j.petro​l.2018.02.033.

Weijermars R, Khanal A.  High-resolution streamline models of flow 
in fractured porous media using discrete fractures: implications 
for upscaling of permeability anisotropy. Earth-Sci Rev. 2019a. 
https​://doi.org/10.1016/j.earsc​irev.2019.03.011.

Weijermars R, Khanal A.  Elementary pore network models based on 
complex analysis methods (CAM): fundamental insights for shale 
field development. Energies. 2019b. https​://doi.org/10.3390/en120​
71243​.

Weijermars R, van Harmelen A. Breakdown of doublet recirculation 
and direct line drives by far-field flow in reservoirs: implications 
for geothermal and hydrocarbon well placement. Geophys J Int. 
2016;206:19–47. https​://doi.org/10.1093/gji/ggw13​5.

Weijermars R, van Harmelen A. Advancement of sweep zones in 
waterflooding: conceptual insight and flow visualizations of oil-
withdrawal contours and waterflood time-of-flight contours using 
complex potentials. J Pet Explor Prod Technol. 2017;7:785–812. 
https​://doi.org/10.1007/s1320​2-016-0294-y.

Weijermars R, van Harmelen A. Shale reservoir drainage visualized for 
a Wolfcamp well (Midland Basin, West Texas, USA). Energies. 
2018;11:1665. https​://doi.org/10.3390/en110​71665​.

Weijermars R, Dooley TP, Jackson MPA, Hudec MR. Rankine models 
for time-dependent gravity spreading of terrestrial source flows 
over sub-planar slopes. J Geophys Res. 2014;119(9):7353–88. 
https​://doi.org/10.1002/2014J​B0113​15.

Weijermars R, van Harmelen A, Zuo L. Controlling flood displace-
ment fronts using a parallel analytical streamline simulator. J 
Pet Sci Eng. 2016;139:23–42. https​://doi.org/10.1016/j.petro​
l.2015.12.002.

Weijermars R, van Harmelen A, Zuo L, Alves IN, Yu W. High-res-
olution visualization of flow interference between frac clusters 
(part 1): model verification and basic cases. In: SPE/AAPG/SEG 
unconventional resources technology conference, 24–26 July, 
Austin, Texas, USA; 2017a. https​://doi.org/10.15530​/URTEC​
-2017-26700​73A.

Weijermars R, van Harmelen A, Zuo L. Flow interference between frac 
clusters (part 2): field example from the Midland basin (Wolfcamp 
Formation, Spraberry Trend Field) with implications for hydraulic 
fracture design. In: SPE/AAPG/SEG unconventional resources 
technology conference, 24–26 July, Austin, Texas, USA; 2017b. 
https​://doi.org/10.15530​/URTEC​-2017-26700​73B.

Weijermars R, van Harmelen A, Zuo L, Alves IN, Yu W. Flow inter-
ference between hydraulic fractures. SPE Reserv Eval Eng. 
2018;21(4):942–60. https​://doi.org/10.2118/19419​6-PA.

Wu X, Hale D. 3D seismic image processing for unconformities. 
Geophysics. 2015;80:IM35–44. https​://doi.org/10.1190/geo20​
14-0323.1.

Yu W, Sepehrnoori K. Shale gas and tight oil reservoir simulation). 
Cambridge, MA: Gulf Professional Publishing, an imprint of Else-
vier; 2018. p. 155–200.

https://doi.org/10.1007/s11242-011-9898-3
http://www-users.math.umn.edu/%7eolver/ln_/cml.pdf
http://www-users.math.umn.edu/%7eolver/ln_/cml.pdf
https://doi.org/10.15530/URTEC-2018-2879159
https://doi.org/10.15530/URTEC-2018-2879159
https://doi.org/10.1016/j.petrol.2011.04.007
https://doi.org/10.15530/URTEC-2018-2900588
https://doi.org/10.2118/188757-MS
https://doi.org/10.2118/188757-MS
https://doi.org/10.1007/s11242-009-9483-1
https://doi.org/10.1016/j.jngse.2016.04.044
https://doi.org/10.2118/90231-PA
https://doi.org/10.1007/978-3-319-13063-7
https://doi.org/10.1007/s12182-017-0162-5
https://doi.org/10.1007/s12182-017-0162-5
https://doi.org/10.2118/9305-PA
https://doi.org/10.1016/B978-0-12-812998-2.00010-2
https://doi.org/10.1016/B978-0-12-812998-2.00010-2
https://doi.org/10.2118/SPE-19469-MS
https://doi.org/10.1016/j.apm.2017.11.027
https://doi.org/10.5772/56404
https://doi.org/10.5772/56404
https://doi.org/10.1021/acs.energyfuels.7b00394
https://doi.org/10.1021/acs.energyfuels.7b00394
https://doi.org/10.2118/426-PA
https://doi.org/10.1002/2013JB010608
https://doi.org/10.1002/2013JB010608
https://doi.org/10.1016/j.petrol.2018.02.033
https://doi.org/10.1016/j.earscirev.2019.03.011
https://doi.org/10.3390/en12071243
https://doi.org/10.3390/en12071243
https://doi.org/10.1093/gji/ggw135
https://doi.org/10.1007/s13202-016-0294-y
https://doi.org/10.3390/en11071665
https://doi.org/10.1002/2014JB011315
https://doi.org/10.1016/j.petrol.2015.12.002
https://doi.org/10.1016/j.petrol.2015.12.002
https://doi.org/10.15530/URTEC-2017-2670073A
https://doi.org/10.15530/URTEC-2017-2670073A
https://doi.org/10.15530/URTEC-2017-2670073B
https://doi.org/10.2118/194196-PA
https://doi.org/10.1190/geo2014-0323.1
https://doi.org/10.1190/geo2014-0323.1


577Petroleum Science (2019) 16:550–577	

1 3

Yu W, Tripoppoom S, Sepehrnoori K, Miao J. An automatic history-
matching workflow for unconventional reservoirs coupling 
MCMC and non-intrusive EDFM methods. In: PE annual techni-
cal conference and exhibition, 24–26 September, Dallas, Texas, 
USA; 2018. https​://doi.org/10.2118/19147​3-MS.

Zimmerman RW, Bodvarsson GS. Effective transmissivity of two-
dimensional fracture networks. Int J Rock Mech Min Sci 
Geomech Abstr. 1996;33(4):433–6. https​://doi.org/10.1016/0148-
9062(95)00067​-4.

https://doi.org/10.2118/191473-MS
https://doi.org/10.1016/0148-9062(95)00067-4
https://doi.org/10.1016/0148-9062(95)00067-4

	Visualization of drained rock volume (DRV) in hydraulically fractured reservoirs with and without natural fractures using complex analysis methods (CAMs)
	Abstract
	1 Introduction
	2 CAM methodology and algorithms
	2.1 Novelty in our approach
	2.2 Analytical elements
	2.3 Time of flight contours
	2.4 Basic flow simulation

	3 Impact of natural fractures on flow near hydraulic fractures
	3.1 Case A: oblique natural fractures close to the hydraulic fracture
	3.2 Case B: localized natural fractures perpendicular to the hydraulic fracture
	3.3 Case C: oblique natural fractures encompassing the hydraulic fractures evenly
	3.4 Case D: complex crossing natural fractures
	3.5 Case E: evenly distributed natural fractures with higher density
	3.6 Accuracy of results

	4 Natural fractures between two adjoining wells
	4.1 Base case: multiple wells with no natural fractures
	4.2 Cases F and G: natural fractures between two wells (moderate angle with hydraulic fractures)
	4.3 Cases H and K: slanted natural fractures (higher density) between two wells (moderate angle with hydraulic fractures)
	4.4 Cases L and M: slanted natural fractures between two wells (high angle with hydraulic fractures)

	5 Discussion
	5.1 Effect of natural fractures between two hydraulic fractures
	5.2 Effect of natural fractures on the inter-well space DRV
	5.3 Effect of natural fractures on well productivity
	5.4 Effect of time-steps on accuracy of the results

	6 Conclusions
	References




