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ABSTRACT

The accurate and intelligent identification of the working conditions of a sucker-rod pumping system is
necessary. As onshore oil extraction gradually enters its mid-to late-stage, the cost required to train a
deep learning working condition recognition model for pumping wells by obtaining enough new
working condition samples is expensive. For the few-shot problem and large calculation issues of new
working conditions of oil wells, a working condition recognition method for pumping unit wells based
on a 4-dimensional time-frequency signature (4D-TFS) and meta-learning convolutional shrinkage
neural network (ML-CSNN) is proposed. First, the measured pumping unit well workup data are con-
verted into 4D-TFS data, and the initial feature extraction task is performed while compressing the data.
Subsequently, a convolutional shrinkage neural network (CSNN) with a specific structure that can ablate
low-frequency features is designed to extract working conditions features. Finally, a meta-learning fine-
tuning framework for learning the network parameters that are susceptible to task changes is merged
into the CSNN to solve the few-shot issue. The results of the experiments demonstrate that the trained
ML-CSNN has good recognition accuracy and generalization ability for few-shot working condition
recognition. More specifically, in the case of lower computational complexity, only few-shot samples are
needed to fine-tune the network parameters, and the model can be quickly adapted to new classes of
well conditions.
© 2023 The Authors. Publishing services by Elsevier B.V. on behalf of KeAi Communications Co. Ltd. This
is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/
4.0/).

1. Introduction

causing a high failure rate, which seriously affects the production
efficiency of oil fields (Li et al., 2018). Once oil wells fail to produce

Sucker-rod pumping systems have the merits of low compre-
hensive costs, simple equipment and convenient operation and
have been widely used in mechanical oil recovery. Rod pumping
equipment needs to be extended underground for thousands of
meters during the working process, the working conditions are
very complicated, and the working environment is also very harsh,
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oil normally, there will be various consequences that can lead to
production shutdown, causing very large economic losses. There-
fore, it is essential to quickly and accurately identify the working
conditions of a pumping well with a sucker rod (Lv et al.,, 2021a).
Currently, the mainstream working condition identification
method determines the working conditions of pumping wells by
identifying the indicator diagram (Han et al., 2021; Lv et al., 2020;
Zheng et al.,, 2020). In the traditional method, the staff identifies
faults through indicator diagram analysis based on their own
experience. Since this method is simple and convenient to operate
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and can identify most faults, it has not been eliminated thus far.
However, this method has poor accuracy and low efficiency and
cannot satisfy the requirements of modern oilfield production.

In recent years, intelligent diagnosis technologies, such as sup-
port vector machines (SVMs) (Lv et al, 2021b), designated
component analysis theory (Li et al., 2013a), spectral clustering (Li
et al., 2015), hidden Markov models (Zheng and Gao, 2017) and
radial basis function (RBF) neural networks (Zhou et al., 2019), have
been developed rapidly, especially deep learning-based oilfield
working condition diagnosis methods (Peng, 2019; Zhang et al.,
2022), which has greatly improved the accuracy and efficiency of
well condition identification. For instance, (Li et al., 2013b)
employed a moment-curve method to obtain the features of indi-
cator diagrams and used a modified SVM for work condition
identification. (Zheng and Gao, 2017) used the center-of-gravity
decomposition algorithm to obtain the geometric features of an
indicator diagram and a Markov model for work condition recog-
nition. (Wang et al, 2019) suggested a 14-layer convolutional
neural network (CNN) diagnostic model based on big data and deep
learning for the identification of the working conditions of rod
pumping wells. (Cheng et al., 2020) proposed a strategy to improve
the accuracy and efficiency of fault diagnosis by using a combina-
tion of CNNs and SVMs with error-correcting output code models
for work condition identification.

Existing intelligent diagnosis methods mainly obtain working
conditions by manually preselecting the geometric features of an
indicator diagram, and an intelligent algorithm classifies them ac-
cording to the corresponding features of the indicator diagram (Li
et al,, 2015). Although the various intelligent diagnosis methods
mentioned above have achieved certain results, two problems still
exist. (i), different from the general image recognition, an oilfield
indicator diagram has the characteristics of simple image and few
feature points. It is directly input into the algorithm as a two-
dimensional image, which causes low feature utilization and
large data calculation amount to a certain extent. (ii), it is impos-
sible to obtain enough work condition samples for model training.
Specifically, most of the onshore oil fields have entered the middle
or even late stage of exploitation. As the working time of an oil well
grows, new working conditions will be added, oil well failure will
occur increasingly frequently, and serious safety accidents can
occur when oil wells are in a state of failure for a long time.

To address the first problem, researchers have developed work
condition recognition strategies that use feature extraction
methods. High feature dimensionality (Han et al., 2021), center-of-
gravity decomposition (Zheng and Gao, 2017), curve moment (Li
et al., 2013b), Fourier descriptor (Zhou et al., 2019), wavelet trans-
form (Wu et al., 2011) and statistical feature (Zheng et al., 2019)
methods are often applied to extract features of dynamometer
cards, but there are shortcomings, such as the computational
complexity, high feature dimensions, and sensitivity to noise (Han
et al., 2021). With the application of CNNs in the field of pattern
recognition, CNN is used to extract features directly from indicator
diagrams. For illustration, (Sharaf, 2018) used three improved
artificial neural networks, VGG16, ResNet34 and ResNet50, for well
working condition recognition based on the pump card shape and
confirmed that the highest accuracy was achieved at the last layer
of the pretrained ResNet50 model. (Zhao et al., 2017) introduced
image-based CNN and data-based CNN methods for rod pump
system fault diagnosis, and the results showed that CNN-based
methods outperformed the traditional machine learning algo-
rithm methods, such as the k-nearest neighbors (k-NN) and
random forest (RF) methods. Besides, (Zhao et al., 2017) confirmed
that image-based CNNs achieve better accuracy than data-based
CNNs. Although two-dimensional signals contain more compre-
hensive information and can express more complex structural
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distributions, they also contain useless or insensitive information
that can affect the diagnostic results and computational efficiency.
Therefore, a 4-dimensional time-frequency signal (4D-TFS) feature
extraction method that selects sensitive features from the indicator
diagram is proposed to overcome the drawbacks in (i) by
combining traditional frequency-domain and time-domain
features.

The second problem is the few-shot problems. Virtual sample
generation (George et al,, 2017), data augmentation (Wang et al.,
2018) and meta-learning (Liu et al., 2020; Munkhdalai and Yu,
2017) are commonly used solutions and have been successfully
employed in target detection, image classification, and other fields.
(Ren et al., 2020) developed a fault diagnosis model that uses a
capsule automatic encoder to extract feature capsules, adaptively
fuses them to state capsules based on a routing algorithm, and then
sends them to a classifier for fault classification; this approach has
fast update and few-shot learning capabilities. (Zhang and Gao,
2019) employed dictionary-based transfer learning to map data
from various domains to the same subspace. The problem of
incomplete data in the target domain in fault diagnosis is solved by
calculating the transformation matrix of the source data of a certain
well and the target data of another well and projecting the data in
both domains into a subspace where each fault sample can be
reconstructed by a shared dictionary. The above methods are based
on few-shot samples or limited data and provide an effective so-
lution for few-shot work condition identification. However, when
facing new tasks, the network needs to be trained from scratch and
cannot satisfy the real-time requirements of well identification.
Model-agnostic meta-learning (MAML) (Finn et al., 2017) can learn
inherent meta-knowledge among tasks during training and achieve
good generalization effectiveness with a few shots of training data
in new tasks (Bing, 2020; Lake et al., 2017). However, when the
framework of MAML is looking for an optimal parameter that can
solve multi-task optimization, it only considers the extraction of
high-frequency features, but ignores the impact of low-frequency
features on the performance of the model. In other words, low-
frequency features are not conducive to the learning of meta-
knowledge. In view of this, on the basis of the MAML framework,
a ML-CSNN with a specific structure that can ablate low-frequency
features is constructed in this paper for oil well workover identi-
fication of small samples to address the drawbacks in (ii).

In response to the above shortcomings, a working condition
recognition method with few-shot samples based on 4D-TFS and
ML-CSNN, which includes the two steps of low computational
complexity feature extraction and few-shot working condition
recognition, is proposed in this paper. The main contributions of
this paper are as follows.

1) A 4D-TFS feature extraction technique is proposed for the
problem of high computational complexity caused by low
feature utilization of training input feature maps, and pre-
liminary feature extraction is performed while compressing the
data. The results show that the accuracy of 4D-TFS work con-
dition recognition is better than the feature recognition accu-
racy of the indicator diagram, and the complexity of the
algorithm is significantly reduced.

2) A convolutional shrinkage neural network (CSNN) with a spe-
cific structure that can ablate low-frequency features is estab-
lished to identify well conditions. By introducing a low-
frequency feature ablation mechanism, the performance of
small sample condition recognition can be significantly
improved.

3) A meta-learning (ML) strategy to learning meta-knowledge and
fine-tune the model for new working condition types is used for
the few-shot data and to address the drawback of needing to
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retrain the model when new working conditions appear. The
experiments demonstrate that the model has good generaliza-
tion ability and can achieve accurate few-shot working condi-
tion recognition.

The remainder of this paper is organized as follows. The working
condition recognition problem and few-shot learning problem are
overviewed in Section 2. In Section 3, the relevant theoretical
background is briefly described. The proposed working condition
recognition method is elaborated in Section 4. In Section 5, the
experimental comparisons are presented in detail. The conclusion
and future work of this paper are summarized in Section 6.

2. Problem statement
2.1. Working condition recognition problem

The 11 most commonly known work conditions, including
normal operation condition (NOC) and the following 10 fault con-
ditions: gas interference (GIF), oil pipe leakage (OPL), continuous
pumping and spraying (CPS), traveling valve leakage (TVL), insuf-
ficient liquid supply (ILS), standing valve leakage (SVL), upstroke
pump bumping (UPB), sucker-rod break-off (SRB), combination of
leaking standing and traveling valves (CST), and downstroke pump
bumping (DPB), are investigated in this paper. As showed in Fig. 1,
the horizontal axis is the displacement, and the vertical axis is the
load. Each dynamometer working condition shows specific char-
acteristics, but the shapes of some categories are also very similar,
such as in Fig. 1(c) and (d), (g) and (j).

2.2. Few-shot learning problem

Compared with machine learning algorithms that usually
require thousands of supervised samples to ensure their general-
ization ability, few-shot learning has the ability to learn and
generalize from few-shot samples (Ravi and Larochelle, 2017;
Santoro et al., 2016). Furthermore, given a small amount of available
supervised information in dataset & ~ = { Z'", 2%} corresponding
to a specific task .7, the objective of few-shot learning is to
construct a function f for task .7~ (Finn et al., 2019). The completion
of task .7 uses little supervision information in dataset & to
complete task .7 of mapping the input to the target. The infor-
mation can be expressed as:

. N
g’ = {(x,y0) 5
I8 = {xj }&1
X, 5 €X; CX, y;i €Y, CY

(1)

where x represents the input data, y represents the supervision
information, and X and Y represent the space of the input data and
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supervision information, respectively. The sample x;, y; used in task
.7 comes from a specific domain & - = {X;, #(X;)}, and consists
of a data space X; and a marginal probability distribution (X;).

Generally, there are N task classes in Z'", and each class has only
K samples, which means the number of training data n™ = N x K,
which is also known as an N-way K-shot. Algorithm models trained
with such a small number of samples are prone to severe overfitting
problems. Therefore, it is difficult to construct a high-quality model
with a small amount of training data 2.

Similarly, for the problem of identifying the working conditions
of oil wells, the purpose is to generate a target prediction function
feF:X—-YfromN x K new working condition samples in training
set 7', which can be used to diagnose faults accurately and quickly
from other new working condition samples in test set Z%. In
addition, the problem of oil well working condition recognition is a
classification problem, the loss function of which is
Z7(f) =" @+ (1-y)log(1—f3(x)) (2)
where 4 is a set of learnable parameters. The learning goal further
becomes how to minimize the loss function .~ using few-shot
data to obtain the optimal parameters # (Finn et al., 2019).

3. Theoretical background
3.1. CNN

A CNN is a typical feedforward neural network that has achieved
outstanding results in video analysis (Wu et al., 2015), image clas-
sification (Sun et al., 2021), natural language processing (Zhao et al.,
2019), target detection (Zhang et al., 2020), visual relocalization
(Chen et al.,, 2021), and other fields. In general, the structure of a
CNN is mainly composed of an input layer, an output layer and
multiple hidden layers. A hidden layer is composed of a series of
convolutional layers (Convs), pooling layers (Pools) and fully con-
nected (FC) layers. By convolving the input signal, the Conv can
obtain various feature maps of an activation function. For dimen-
sionality reduction, the Pool is usually concatenated to the Conv.
The category-unique local information in the Conv or Pool is
consolidated into an FC layer, and the weighted sum calculation
results of the one-dimensional vectors of all feature maps are
provided to the FC layer. A typical CNN architecture is illustrated in
Fig. 2.

3.2. Meta-learning and MAML

Meta-learning is the learning of meta-knowledge by utilizing
knowledge from multiple tasks to solve the limitation of few-shot
learning (Lee et al., 2019). Suppose a task is extracted from a dis-
tribution .7~ ~ p(7), and a sequence .7 ; of I tasks is sampled from
taskset.7 ={71,72,...,7}.In the meta-training stage, a search

L) Lr 0 @ U L

(a) NOC (b) GIF (c) OPL

(d) CPS (e) TVL (fILS

ooy &5 o

(9) SVL (h) UPB

(i) SRB

(i) CST (k) DPB

Fig. 1. Shapes of indicator diagrams under 11 different working conditions.
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Conv Pool

Conv Pool FC

Input

Output

Fig. 2. Typical CNN architecture.

is performed for a meta-learner that performs well after updates to
these I new tasks. In the meta-testing stage, the initialization pa-
rameters are used to fine-tune the new task .77; using the gradient
descent method.

MAML (Finn et al., 2017) is a classic meta-learning framework
that considers the meta-learner as the parameter 6. When adjusting
to a new task .7, after one step of gradient descent, the series
parameter 4 of the model becomes ¢, which takes the form of
Oi=0—avys 7 (fy) (3)
where « is the inner loop learning rate. More specifically, the meta-
objective is as follows:

L7 (fg;)

7)

0" =argming | Y
7 i~p(

=arg miny

Z < 7 (fefavg]/’i(fﬁ))

T i~p(T)

where 6" is the optimal meta-learner. In the outer loop, the sto-
chastic gradient descent method is used to achieve meta-

optimization across tasks, and the optimal model parameter 6" is
updated as follows:

0 0-6% S 27 (fy)

T "’p<7)

(5)

where ( represents the outer loop learning rate. By continuously
updating the inner and outer loop parameters, a better base model
can be learned through the MAML framework.

4. Methodology
4.1. 4D-TFS feature extraction

The original working condition data of an oil well are two-
dimensional closed curve charts composed of the relationship
curve of the load versus displacement, as shown in Fig. 1. Normally,
a two-dimensional image contains more comprehensive informa-
tion than a one-dimensional signal, but the amount of calculation is
too large for the parameter learning process. A traditional approach
is to use the Lanczos algorithm to compress the image signal.
However, considering the uniqueness of the indicator diagram data
(the working condition signal is a continuous closed curve), to ac-
quire comprehensive oil well working condition information, the
working condition information should be converted and extracted
preliminarily. Therefore, a 4D-TFS feature extraction method based
on time-domain features and frequency-domain features is sug-
gested in this paper. The main goal of 4D-TFS is to improve feature
extraction and recognition performance by obtaining abundant
information about the working conditions involved in different
features extracted from various domains while reducing the
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computational effort in the feature extraction process. The flow-
chart of 4D-TFS feature extraction is shown in Fig. 3.

First, four points a,b,c and d are identified by a theoretical
analysis of the indicator diagram, as shown by the red dots in
Fig. 3(a); that is, the load-displacement curve is divided into four-
dimensional curves (D1, D,, D3, D). After that, according to the
sampling period of a load-displacement curve, the time corre-
sponding to each load can be obtained, and the upper stroke load
(a—b—c) and the lower stroke load (c—d— a) are sampled by the
interpolation method to obtain the load-time curve shown in
Fig. 3(b). Finally, as shown in Eq. (6) and Fig. 3(c), the time-domain
features TF and frequency-domain features FF of the signal are
selected to form the feature set F, where F; is the i-dimensional TF

and FF, ﬁ is the j th element of the i th feature and J is the time-
frequency signature length of the feature set.

1 2 f]
1 1 1
1 2 i
F=[FiFF3F,) = g E E (6)
1 2 f]
4 Ja 4

In this paper, J represents the 23 time domain and frequency
domain features extracted. Specifically, 14 time-domain statistical
features TF; ~ TF14 and 9 frequency-domain features FF; ~ FFq
based on the fast Fourier transform (FFT) (Cooley and Tukey, 1965)
were extracted in this paper from the 4 dimensions of each signal to
acquire comprehensive information about the working conditions
while considering the non-negativity of the load-time curve. The
basic idea of FFT algorithm uses the radix-2 butterfly block, that is,
one calculates the FFT y(k) of a signal x(n) using Eq. (7), where Wy is
the N-th twiddle factor, j is the imaginary unit, and N is the number
of points of the FFT (He et al., 2021).

y(k) = Z'nvzl

WN =e

x(n)- WK™
(7)

N
1<k<KAl<n<N

Statistical analysis is commonly used with extracting the char-
acteristic information of faults and fully exploiting the state infor-
mation and intrinsic properties of the original signal (Yan and Jia,
2018). For better statistical analysis in time domain, we selected
all the time-domain features and the expressions are shown in
Table 1. TF; ~ TFg, TF;5, and TFg are referred to as dimensional
statistics, which are mean value, root-mean-square value, square
root amplitude, variance, maximum value, minimum value, peak-
to-peak value, standard deviation, absolute mean value, and peak
value, respectively, and TFg ~ TFy4 are called dimensionless statis-
tics, which are peak factor, mean waveform factor, margin factor,
pulse factor, skewness factor, and kurtosis factor, respectively
(Decker, 2002; Liu et al., 2013, 2019; Pvc et al., 2005; Yan and Jia,
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(a) Load-displacement curve

1.0 15

TFy-TFys FFy---FFs
| | HE EEE D,
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N mE mEm D,
| N | Dy
> s 4 s s
(b) Load-time curve (c) 4D-TFS

Fig. 3. Flowchart of 4D-TFS feature extraction.

Table 1
Time-domain feature expressions.

Feature expression Feature expression

Feature expression Feature expression

1 =
TF, — Nzlnv:l x(n) TF5 = max(x(n))

T = /a3 ()2

2
T = (A3 \/|x<n>|>

TR = 33N (x(m) — TFy)?

TFg = min(x(n))

TF; = TFs — TFg

TFs = /TF;

_ TF]G 1 N 3
TFy = TFy TFys — NZ”:1 (X(nl —TF)
(TFg)
TR 1N 4
TFo = TF,s TF NZM (X(nl —TF)
(TFq)
TFi6 1N
TF1 = T TF5 = NZ”J [x(m)|
Ty, = TFi6 TFig = max|x(n)|

2018).x(n),n =1,2,3,..., N is the time series, where N is the length
of signal u (Yu et al., 2021). In this paper, the first 14 time-domain
feature expressions are selected in view of the non-negativity of the
load-time curve in Fig. 3(b), i.e., x(n) > O.

The calculation of statistical features is an effective tool for
feature extraction. To achieve greater statistical analysis in the
frequency domain, the expressions of all frequency domain statis-
tical features are shown in Table 2. The feature FF; denotes the
magnitude of the vibration energy in the frequency domain, the
features FF, ~ FFs5, FFy, FF1q ~ FF;3 represent the dispersion of the
spectrum, and the features FFg ~ FFg, FF;q indicate the main fre-
quency band position change (Decker, 2002; Liu et al., 2013, 2019;
Pvc et al,, 2005; Yan and Jia, 2018). y(k),k =1,2,---,K is the FFT
spectrum of the given signal x(n), K is the number of spectrum lines
and f;, is the frequency value of the k th spectrum line (Yu et al,,
2021). Due to some frequency domain features FF— 0 or oo, only
the first 9 frequency domain features are selected to construct the
TFS in this paper.

Table 2
Frequency-domain feature expressions.

Interestingly, we can also divide the load-displacement curve in
Fig. 3 into 1, 2 or 8 parts to form 1D-TFS, 2D-TFS, and 8D-TFS
respectively. The relevant experimental results are described in
Appendix accordingly.

4.2. CSNN

Different from traditional CNNs, convolutional shrinkage neural
networks (CSNNs) add specific shrinkage modules to ablate low-
frequency features. The noise is suppressed by the introduction of
a low-frequency feature ablation mechanism, and the correlation
between high- and low-frequency features is enhanced. The
shrinkage refers to soft thresholding.

Soft thresholding (Isogawa et al., 2018; Zhao et al., 2020) is a
central step in many signal noise reduction methods. Features with
absolute values less than a certain threshold 7 are set to zero, and
features larger than that threshold 7 are reduced to zero. The soft
threshold function can be formulated as:

Feature expression Feature expression

Feature expression Feature expression

_Xkavk)

FF,

FFs — w

FF, — Sk (k) — FFy? S (F2y(k))

_ FFs =
=1 S ST
Sk k) — FFy)? 4
FFy =&k=t ROV = 71 | 2k Fry(k)
T KR 7=\ S v
Sk (k) — FR T K20k
FFy ==kt P 271 FFe — . | ket (v ()
K(FF)? 8T vk

g — 2kt VI~ Fraoly(K]

FFi3 = w

K\/FF5 K(FFs)*
K —
FFy — 2kt G(K)
k=1 y(k)
_ FFs -
FFp = o

ke (i — FFi0)’y (k)
12 3
K(FFs)
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H |
|
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GAP
a @ Soft thresholding

Shrinkage neural networks (SNN)

® Element-wise multiplication

N Number of inputs

Fig. 4. A specific architecture of a CSNN.

X—T,X>T
0,0<x<rT

y={ (8)
where x and y are the input feature and the output feature,
respectively, and 7 is the threshold value. From Eq. (8), it can be
seen that soft thresholding can set the features of any interval to
zero, and it is a more flexible method to eliminate features in a
certain value range.

The network structure of the complete CSNN is shown in Fig. 4. In
the shrinkage neural network (SNN), the absolute values of all the
features in the input feature map are first found. After global average
pooling (GAP), a feature is obtained and represented as A. Moreover,
the feature map after GAP is fed into a small FC network. The FC
network takes the sigmoid function as the last layer and obtains a
coefficient « normalized to 0 and 1. The final threshold can be denoted
as « x A. In this way, it is ensured that the obtained noise threshold is
not only positive but also not too large. Therefore, the SNN can be
understood to some extent as a special attention mechanism: when it
notices noisy features that are not related to the current task, it sets
them to zero by soft thresholding, and they are retained when
recording features that are associated with the current task.

With the sigmoid function, the output of the FC network can be
scaled to the range of 0—1 and can be represented as:

1

=Tre= 3

oG
where q; is the i th scaling parameter and z; is the FC network
output feature of the i th neuron. The threshold values used in the
SNN are denoted as follows:

7= o o Average |X,, p ;| (10)
where w and h are the width and height, respectively, i is the
channel of the feature map x, and 7; is the threshold value of the i th
channel of the feature map.

4.3. ML-CSNN for working condition recognition

With the extraction of 4D-TFS features and the construction of the
CSNN, the ML-CSNN can be trained for well working condition
recognition. Fig. 4 specifies the architecture of the proposed ML-
CSNN. The feature size of the input layer is 4 x 23 x 1. The network
consists of 4 successive convolutional layers, 4 SNNs and 1 FC layer
with 1 x 3 and 1 x 2 filters that use 64 channels. The number of FC
layer neurons is 4.

Based on the meta-learning research results, the ML-CSNN,
which is a few-shot working condition recognition model, is pro-
posed in this paper. In the ML-CSNN, the meta-learning strategy of
MAML is presented. The main idea is to let the designed CSNN learn
to learn; i.e., the model only needs a small number of training it-
erations and a small amount of sample (N x K sample) data to
quickly adapt to a new working condition recognition task.

It is assumed that f; is the ML-CSNN model, 6 is the initial model
parameter, and §” is the optimal model parameter. The algorithm
scheme of the proposed ML-CSNN is illustrated in Algorithm 1.

Algorithm 1. ML-CSNN for Few-shot Working Condition Recog-

nition

Require: p(7): distribution over tasks
Require: a, B step size hyperparameters
1: Randomly initialize 6 of the ML-CSNN
2: while not done do
Sample batch of tasks T; ~ p(7)
for all 7; do

end for

._
<

11: end while

Sample N X K datapoints D = {x, y} from J;
Evaluate VL, (fp) using D and Ly, through Eq. (2)

Compute the adapted parameters with gradient descent through Eq. (3)
Sample N x K datapoints D; = {x,y} from J; for the meta-update

Update 8* using D; and Ly; through Eq. (2) and Eq. (5)
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Fig. 5. Flowchart of few-shot working condition recognition based on 4D-TFS and the ML-CSNN.

With the 4D-TFS features and ML-CSNN as the premise, the
flowchart of the proposed oil well few-shot working condition
identification method in this paper is illustrated in Fig. 5. The
general steps of the proposed method are summarized as follows.

1) The indicator diagram data (load-displacement curve data) of
the oil well are obtained, the load-time curve data are further
obtained by a time-domain conversion, and then the 4D-TFS
features of the load-time curve are extracted. Subsequently, the
dataset is divided into training and test sets without category
repetition.

2) The training task set .7; and the test task set .7 ; are generated
using the training set ' and the test set &%, respectively. Each
subtask contains support sets and query sets.

3) The ML-CSNN is trained by using a training subtask set to ac-
quire optimal parameters § that are sensitive to task changes,
which are passed to the test subtask set.

4) The network parameter §” is fine-tuned with the support set in
the test subtask set .7, and the corresponding query set is
utilized to perform few-shot working condition recognition.
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5. Experimental evaluation
5.1. Experimental platform and data collection

The developed 4D-TFS ML-CSNN is implemented using Tensor-
Flow 1.14.0, which is a machine learning toolkit released by Google.
All the experimental results are obtained by a computer with an
i7—10700k CPU and 32 GB RAM.

The oil well data used in this experiment are sourced from an
existing oil field in northern China. The data are collected period-
ically by sensors mounted on the pumping rods. We use only the
displacement and load data to generate indicator diagrams for
analyzing the pumping conditions. In addition, for the electrical
parameter data, the data vacancy values are filled by finding the
average value under the attribute to which it belongs, the data used
are constrained in the form of data constraints, and the data noise is
suppressed using the split-box method most typical of data
discretization.

Generally, the wells are mostly in normal operating conditions
and it is difficult to get multiple fault operating conditions on a
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single well, so we collected data from nearly 1300 wells for more
than 90 days. This data contains multiple failure types, and we
selected 11 typical working conditions (as shown in Fig. 1) with
high sample size for the experiment. As the working condition data
are collected from different wells in the field, we used the Min-Max
normalization method to normalize the collected displacement and
load data in order to eliminate the differences between different
wells.

«  Li—min(L)
I " max(L) — min(L) (an
D D; — min(D) (12)

i~ max(D) — min(D)

where L and D; are the normalized load and displacement data, for
i=1,2,.., 200, and min(L), max(L), min(D) and max(D) are the
minimum load, maximum load, minimum displacement and
maximum displacement, respectively (Cheng et al., 2020).

It is important to reiterate that the working condition categories
for the training and test sets are completely different. For each
working condition category, 5000 samples are screened. To follow
the typical experimental N-way K-shot scheme (Vinyals et al., 2016)
and considering the small number of working condition types, 4-
way 1-shot and 4-shot experiments are conducted in this paper,
which means that 4 x K labeled samples are used for training and
new samples of the same working conditions are used for testing
while obtaining good classification ability. More specifically, 5000
labeled samples for each work condition category are used to train
the model during the model training phase. And in the model
testing phase, only K (1 or 4) samples of the new working condi-
tions used to fine-tune the model have known labels, and the
remaining 5000 — K samples are used to test the recognition ac-
curacy of “few-shot” model.

5.2. 4D-TFS feature extraction of a sucker-rod pumping system

In the 4D-TFS feature extraction stage, each complete load-time
curve is divided into 4 segments with no overlap points between
segments. In the time-domain conversion stage of the indicator
diagram, the sampling period is set to 0.01 s. The length of each
time-domain signal segment is also the input length when
extracting the frequency- and time-domain features. To ensure the
reliability of the outcome, normalization is applied in the 4D-TFS
feature extraction process.

The indicator diagram method has been successfully applied to
the identification of sucker-rod pumping system conditions.
Inspired by this, a comparison of the indicator diagram method and
the proposed method is studied. The size of the original indicator
diagram in this paper is 640 x 480, and the image signal is com-
pressed to 32 x 24 using the Lanczos algorithm. Based on the 4-way
4-shot task, 4 fault categories are randomly selected from the
dataset containing 11 working condition types for 4D-TFS and in-
dicator diagram feature extraction.

Table 3
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Table 4

CSNN algorithm indicators.
Feature extraction method indicator diagram 4D-TFS
Feature map size 32 x 24 4 x 23
Param, MB 46.08 44.40
FLOPs, GB 7.07 4.68

The accuracy of these features in identifying the few-shot
working conditions was assessed using the CSNN, as shown in
Fig. 4. Different from 4D-TFS, for the indicator diagram, the input
size is 32 x 24, and the convolution kernel and step size are 3 x 3
and 2 x 2, respectively. K-shot samples of each condition category
are trained and tested with the CSNN during the work condition
recognition process. To prevent results that occur due to chance and
specificity, the experiment was replicated 300 times, and the
average results are shown in Table 3.

As seen from Table 3 and Fig. 6, the 4D-TFS method proposed in
this paper has good results compared with the indicator diagram
method, and the accuracy of 4D-TFS can reach 85.35% for the same
number of update steps. That is, with the same classifier, 4D-TFS
can achieve more discriminative features that are critical for
working condition recognition compared with the indicator dia-
gram method, thus obtaining higher recognition accuracy, which
also demonstrates the high sensitivity of 4D-TFS for few-shot work
condition recognition. In addition, Fig. 6 shows that the accuracy of

Table 5
Details of the dataset partition.

Dataset Number of training categories Number of test categories
Dataset A 4 7
Dataset B 5 6
Dataset C 6 5
Dataset D 7 4

Working condition recognition accuracies based on different feature extraction methods using the CSNN.

Feature extraction method

indicator diagram 4D-TFS

Accuracy (step = 10) 1-shot
4-shot
Accuracy (step = 20) 1-shot
4-shot
Accuracy (step = 50) 1-shot
4-shot

52.33 + 2.73%
7181 + 1.61%
52.25 + 2.78%
72.60 + 1.60%
52.75 + 2.79%
73.17 + 1.56%

77.83 + 2.19%
81.77 + 1.66%
79.00 + 2.25%
84.02 + 1.54%
79.00 + 2.29%
85.35 + 1.44%
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the model has basically reached a stable value after 20 update steps
for both the indicator diagram and the 4D-TFS feature extraction
methods. Therefore, the number of iterations for the following
experiments is uniformly set to 20 in this paper.

Additionally, Table 4 shows the impact of two different feature
extraction methods on the CSNN performance. It is obvious that
4D-TFS has a significant improvement in both time complexity and
algorithm complexity, especially in algorithm complexity; the
complexity of 4D-TFS is only 66.20% of that of the indicator diagram
method. Through the analysis of Table 3, Table 4, and Fig. 6, the
rationality of the solution proposed to solve the first problem is
preliminarily verified.

5.3. Few-shot working condition recognition based on meta-
learning

This section validates the performance of the ML-CSNN in few-
shot working condition recognition. As shown in Table 5, the
datasets were divided into training and test sets at different scales.

In the model training phase, the training step number is set to
10000, and the number of subtasks in the meta-learning task is 4.
To reduce the computational effort, the update step of the subtask
is set to 10. The meta-task learning rate is 0.001, and the subtask
learning rates of 4D-TFS and the indicator diagram method are 0.01
and 0.2, respectively. Furthermore, 200000 training subtasks are
generated using the training set. In the training process of each
subtask, 4 classes are randomly extracted from the training set, K
samples from each class are taken to form the subtask support set,
and another K new samples are taken to form the query set. In the
model testing phase, 600 test subtasks are generated from the test
set with the same parameter settings as those in the training
subtasks. The network is fine-tuned using the support set in each
subtask, and the optimal parameters ¢"' of the fine-tuned network
are acquired. The query set samples are then input to the neural
network to realize few-shot working condition recognition.
Different from the model training phase, the update step of the
subtask is set to 20 at this time. Finally, the accuracy of all test
subtasks is averaged to obtain the test accuracy of the final
experiment.

5.3.1. Few-shot working condition recognition based on 4D-TFS and
ML-CSNN

Few-shot working condition recognition of pumping wells un-
der the two scenarios of 4-way 1-shot and 4-way 4-shot using

0.85 4

Testing accuracy

0.80 4

1-shot dataset A
1-shot dataset B
1-shot dataset C
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Table 6

Working condition recognition accuracies based on 4D-TFS and the ML-CSNN.
Dataset 4-way 1-shot 4-way 4-shot
Dataset A 83.83 + 2.74% 89.31 + 1.35%
Dataset B 87.00 + 2.34% 92.83 + 1.01%
Dataset C 87.08 + 2.33% 92.10 + 0.96%
Dataset D 88.92 + 2.20% 94.08 + 0.87%

datasets A, B, C and D is performed. The test results for the two
scenarios under the four datasets are shown in Fig. 7, and the final
accuracy after 10000 training and 20 update steps are displayed in
Table 6.

As shown in Fig. 7 and Table 6, it is obvious that with the same
dataset, when the number of training samples is increased from 1-
shot to 4-shot, the model's working condition recognition accuracy
is greatly improved. In the case where the support set is a 4-way 1-
shot, as the types of sampling working conditions decrease during
training, the accuracy of working condition recognition decreases
to varying degrees. Interestingly, under the 4-way 4-shot task, the
accuracy on dataset B is higher than that on dataset C. This may be
caused by the fact that the characteristics of the samples in each
category are different. The above analysis is identical to the fact that
reducing the number of training samples or working condition
categories increases the difficulty of working condition
identification.

In addition, on dataset D, the recognition accuracies of the ML-
CSNN for the 1-shot and 4-shot tasks are 88.92% and 94.08%,
respectively, which are much higher than the 79.00% and 85.35%
accuracies of the CSNN, as illustrated in Table 3. The results
demonstrate that the trained model has higher recognition accu-
racies for different few-shot tasks. Even if the types of working
conditions for training (dataset D — dataset A) are reduced and the
difficulty of working condition recognition is increased, the accu-
racy of the ML-CSNN model is still higher than that of the CSNN,
demonstrating that the proposed ML-CSNN model has strong fast
learning and generalization capabilities. The above analysis also
verifies the effectiveness of the MAML framework used in this pa-
per for few-shot learning and provides a solution to the second
problem.

5.3.2. Few-shot working condition recognition based on an
indicator diagram and the ML-CSNN

To further validate the effectiveness of the proposed 4D-TFS
feature extraction method under the meta-learning strategy, an
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Fig. 7. Working condition recognition accuracies for the 4-way 1-shot and 4-shot tasks.
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Table 7
Working condition recognition accuracies based on the indicator diagram method
and the ML-CSNN.

Dataset 4-way 1-shot 4-way 4-shot
Dataset A 81.42 + 2.41% 84.92 + 1.51%
Dataset B 88.09 + 1.94% 90.83 + 1.06%
Dataset C 87.00 + 2.06% 91.13 + 1.02%
Dataset D 87.42 + 1.91% 92.88 + 0.95%

indicator diagram is used as input for comparison. Unlike in Section
5.2, the ML-CSNN strategy is used instead of the CSNN framework
alone.

It is well known that the learning rate is the most important
hyperparameter. When the learning rate is too large, gradient
descent may inadvertently increase the training error. When the
learning rate is too small, training is not only slow, but may also be
permanently stuck at a local minimum (Goodfellow et al., 2016).
Unfortunately, we cannot analytically compute the optimal
learning rate for a given model on a given dataset. Instead, a good
learning rate must be discovered through iterative trials. According
to the empirical value setting, the 4-way 1-shot and 4-way 4-shot
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Table 8

Working condition recognition accuracies based on 4D-TFS and the MAML.
Dataset 4-way 1-shot 4-way 4-shot
Dataset A 8442 + 2.46% 88.56 + 1.27%
Dataset B 86.75 + 2.23% 92.00 + 1.04%
Dataset C 85.17 + 2.52% 90.44 + 1.09%
Dataset D 88.83 + 2.05% 93.77 + 0.90%

recognition accuracies with different learning rates « when using
dataset D are shown in Fig. 8. Obviously, the best classification
accuracy of 87.58% and 92.88% is obtained for 1-shot and 4-shot,
respectively, when the learning rate is 0.2, and the classification
stability is also the best.

The work condition recognition accuracies for the different
datasets of the two tasks are presented in Table 7. Fig. 9 exhibits the
work condition recognition accuracies of the 2 feature extraction
methods with different training steps. From the comparisons in
Fig. 9 and Tables 6 and 7, it is obvious that the 4D-TFS feature
extraction approach outperforms the indicator diagram approach
in terms of work condition recognition accuracy with the ML-CSNN
strategy both in the 4-way 1-shot and 4-shot tasks, which also il-
lustrates that 4D-TFS has better model recognition under few-shot
conditions. In addition, Table 3 also verifies the reasonableness of
the proposed solution for the first problem.

5.3.3. Few-shot working condition recognition based on 4D-TFS and
MAML

For the second question, this section uses 4D-TFS as input, and
the MAML strategy is used for comparison. Unlike the ML-CSNN
strategy, the MAML does not insert the SNN module; i.e., the
MAML directly uses a normal CNN network architecture without
introducing a soft thresholding mechanism to ablate the low-
frequency features. Table 8 depicts the work condition recogni-
tion accuracies for the different datasets under the two tasks. Fig. 10
displays the comparison of the working condition recognition ac-
curacies of the ML-CSNN and MAM strategies with different
training steps.

The accuracy comparisons of working condition recognition in
Fig. 10 and Tables 6 and 8 demonstrate that the working condition
recognition performance of the ML-CSNN strategy is better than
that of the MAML strategy on the same dataset and few-shot task,
especially the 4-shot task. This indicates that the performance of
well condition recognition under small sample conditions can also
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Fig. 9. Working condition recognition accuracies of different feature extraction methods for the 4-way 1-shot and 4-shot tasks.
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be improved by introducing a low-frequency feature ablation
mechanism to ablate low-frequency features, thus verifying the
effectiveness of the solution for the second problem proposed in
this paper.

5.4. Discussion

To evaluate the performance of the various solutions presented
in this paper as a whole and to facilitate the comparison of the
working condition identification results of the various solutions,
Fig. 11 exhibits the well working condition recognition accuracies of
the various strategies on different datasets and different small
sample tasks.

The results in Fig. 11 show that the accuracy of the 4D-TFS
feature extraction method is better than that of the indicator dia-
gram method with the same ML-CSNN or CSNN strategy, except for
the recognition accuracy of the 1-shot task when using dataset B.
For example, using dataset D and ML-CSNN strategies, under the
conditions of 4-way 4-shot, the accuracy of the indicator diagram as
input is 91.96%, while the accuracy of 4D-TFS is 94.08%, which is
2.12% higher than the accuracy of the indicator diagram. This con-
firms the high sensitivity of 4D-TFS features for the recognition of
the few-shot working state. Moreover, it can be concluded from
Table 4 that 4D-TFS can compress the data, which reduces the
computational complexity to 66.20% compared with the indicator
diagram. Hence, the first problem is solved successfully.

Second, the fine-tuning strategy using meta-learning, i.e., the
ML-CSNN architecture, achieves higher work condition recognition
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accuracy than the CSNN architecture without meta-learning with
the same feature extraction method and K-shot task. For example,
using 4D-TFS as input, under the few-shot sample condition of 4-
way 4-shot, the accuracy of CSNN is 85.35%, and the accuracy of
ML-CSNN architecture under dataset D is 94.08%, which is 8.73%
higher than the accuracy of CSNN without the meta-learning strat-
egy. This verifies that the trained model can achieve highly accurate
few-shot work condition recognition with fewer samples and iter-
ations. Finally, the overall accuracy of the ML-CSNN architecture is
better than that of the MAML architecture using 4D-TFS features as
input. For example, using dataset Band 4D-TFS as input, under 4-way
4-shot conditions, the accuracy of the MAML architecture is 92.00%,
while the accuracy of the ML-CSNN architecture is 92.83%, which is
0.83% higher than the accuracy of MAML. This indicates that the soft
thresholding mechanism can effectively improve the accuracy of
working condition recognition for few-shot tasks by ablating low-
frequency features, which also verifies the effectiveness of the pro-
posed improvement scheme to solve the second problem. Hence, the
second problem proposed in the paper is successfully solved.

6. Conclusions and future work

In this paper, a few-shot working condition recognition method
for a sucker-rod pumping system based on 4D-TFS and the ML-
CSNN is proposed and realizes few-shot working condition recog-
nition with the ML-CSNN after the load-displacement curve is
converted to the time-domain and the 4D-TFS features of the load-
time curve are extracted. The results of the experiments show that
the method can realize few-shot new working condition identifi-
cation of oil wells with great recognition accuracy and good
generalization ability, and therefore, it is of great significance for
the rapid diagnosis of new working conditions with few samples in
the late stage of oilfield exploitation and the rapid identification of
operating conditions for new oil wells.

The 4D-TFS with integrated working condition information is
more sensitive to few-shot working condition recognition than the
traditional two-dimensional indicator diagram, and there is a sig-
nificant reduction in computational effort. In addition, compared
with the classic MAML framework, the ML-CSNN introduces a low-
frequency feature ablation mechanism SNN, which can achieve
more accurate few-shot samples work condition recognition results.
Finally, the ML-CSNN has a strong fast learning capability, which
means that only few-shot samples and updates are needed to fine-
tune the network to quickly adapt to new work conditions. The ex-
periments indicate that the proposed method is useful for the rapid
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identification of new working conditions of actual sucker-rod
pumping systems.

However, due to condition limitations, only 11 common working
conditions are collected in this paper, while the number of actual
well working conditions can be more than 20. The generalization
performance will be stronger if more categories of working con-
dition data are collected to train the model, which means that the
few-shot sample fault diagnosis performance higher than 94.08%
under new working conditions can be obtained in practical appli-
cations. In addition, 4D-TFS, as a novel feature extraction method
for indicator diagrams, 23 time domain and frequency domain
features are selected in this paper for feature extraction, and each
feature has a different impact on the performance of small sample
working condition recognition. Therefore, selecting and optimizing
the 23 fusion time-frequency features is also the next research
content.
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A. Appendix

Table 9 shows the accuracy of working condition recognition
based on ML-CSNN under different time-frequency signals (TES).
Obviously, dividing the load-displacement curve into 1 part, and 2
parts respectively forming 1D-TFS and 2D-TFS can not extract
enough characteristic information for working condition recogni-
tion, which reduces the accuracy of small sample working condi-
tion recognition. However, splitting the load-displacement curve
too much is also not conducive to improving the recognition ac-
curacy. This is because the load-displacement curve data is only
composed of 200 points, and too few sample points will cause the
time-frequency feature extraction effect to be poor, which reduces
the 8D-TFS recognition accuracy.
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