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a b s t r a c t

Common-image gathers are extensively used in amplitude versus angle (AVA) and migration velocity
analysis (MVA). The current state of methods for anisotropic angle gathers extraction use slant-stack,
local Fourier transform or low-rank approximation, which requires much computation. Based on an
anisotropic-Helmholtz P/S wave-mode decomposition method, we propose a novel and efficient
approach to produce angle-domain common-image gathers (ADCIGs) in the elastic reverse time
migration (ERTM) of VTI media. To start with, we derive an anisotropic-Helmholtz decomposition
operator from the Christoffel equation in VTI media, and use this operator to derive the decomposed
formulations for anisotropic P/S waves. Second, we employ the first-order Taylor expansion to calculate
the normalized term of decomposed formulations and obtain the anisotropic-Helmholtz decomposition
method, which generates the separated P/S wavefields with correct amplitudes and phases. Third, we
develop a novel way that uses the anisotropic-Helmholtz decomposition operator to define the polari-
zation angles for anisotropic P/S waves and substitute these angles to decomposing formulations. The
polarization angles are then calculated directly from the separated vector P- and S-wavefields and
converted to the phase angles. The ADCIGs are thusly produced by applying the phase angles to VTI
ERTM. In addition, we develop a concise approximate expression of residual moveout (RMO) for PP-
reflections of flat reflectors in VTI media, which avoids the complex transformations between the
group angles and the phase angles. The approximate RMO curves show a good agreement with the exact
solution and can be used as a tool to assess the migration velocity errors. As demonstrated by two
selected examples, our ADCIGs not only produce the correct kinematic responses with regards to
different velocity pertubatation, but also generate the reliable amplitude responses versus different
angle. The final stacking images of ADCIGs data exhibit the identical imaging effect as that of VTI ERTM.
© 2023 The Authors. Publishing services by Elsevier B.V. on behalf of KeAi Communications Co. Ltd. This
is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/

4.0/).

1. Introduction

Acoustic reverse time migration (ARTM) considers the earth
media as fluid medium and only contains the P-wave information.
In contrast, elastic reverse time migration (ERTM) can utilize the P-
to-S waves and investigate the complex geological structures (Liu,
2019; Granli et al., 1999; Caldwell, 1999; Tang et al., 2009). For

anisotropic media, there are no pure P- and S-wave due to that the
polarization deviates from propagating direction (except for some
special directions). Therefore, we call the anisotropic P- and S-
waves as quasi P- (qP-) and quasi S- (qS-) waves (Mu et al., 2020b).

The ERTM workflow includes calculating the source- and
receiver-side wavefields, decomposing these wavefields into P- and
S-components, and then applying the cross-correlation imaging
condition to produce PP- and PS-images. Among these procedures,
P/S wave-mode decomposition is a critical step to suppress cross-
artifacts (Yang et al., 2019; Qu et al., 2017a; Mu et al., 2020a). In
isotropic media, the classical Helmholtz decomposition (Morse and* Corresponding author.
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Feshbach, 1953) is usually used to separate original wavefields into
scalar P-wave potential and vector S-wave potential. This way
changes the phases and amplitudes of input wavefields (Duan and
Sava, 2015; Wang et al., 2015; Qu et al., 2019). To tackle this prob-
lem, Zhang and Mcmechan (2010) simulate correct vector P/S
wavefiel using the wavenumber operators. This method needs local
homogeneous assumption. Zhu (2017) develops a similar decom-
position method in the space domain by introducing a Poisson
equation. To improve the efficiency, Yang et al. (2018) and Zhao
et al. (2018) avoid the Poisson equaiton via integrating the source
and receiver fields. In anisotropic media, however, the wave
propagation vector is neither parallel nor orthogonal to the qP- and
qS-wave polarization direction (Crampin, 1977). The straightfor-
ward approach decouples anisotropic qP- and qS-waves in the
wavenumber domain by solving the Christoffel equation (Dellinger
and Etgen, 1990; Zhang and Mcmechan, 2010) with a local homo-
geneous assumption. For a heterogeneous medium, anisotropic P/S
wave-mode decomposition can be implemented by applying the
non-stationary filtering operators (Yan, 2009), low-rank approxi-
mation (Cheng and Fomel, 2014), or LU factorization (Yang et al.,
2019). However, these methods require strong model assumption
or large computations. Recently, Zhang et al. (2022) develops an
anisotropic-Helmholtz decomposition method to efficiently
decouple P/S wavefields in the space-wavenumber domain. This
approach is feasible for arbitrary heterogeneous models and gen-
erates vector qP- and qS-wavefields with correct units, amplitudes,
and phases as original wavefields. In this paper, we apply the
anisotropic-Helmholtz decomposition method to the P/S wave-
mode separation and generate corresponding ADCIGs in VTI ERTM.

The intrinsic anisotropy exists in elastic media due to the
dominant orientation of anisotropic mineral grains and the shapes
of isotropic minerals (Thomsen, 1986; Tsvankin, 2012). Because the
anisotropy is related to wave propagation angle (phase angle),
angle-domain common-image gathers (ADCIGs) are critical for
anisotropic and elastic parameter inversion (Qu et al., 2017b). For
example, ADCIGs are a popular tool for migration velocity analysis
(MVA) because the residual moveouts (RMO) in ADCIGs can reflect
the velocity errors. Amplitude versus angle (AVA) also requires a
high-quality ADCIGs to invert the subsurface lithological feature.
ADCIGs are estimated from the incident phase angle of decom-
posed qP- and qS-wavefields. In isotropic media, the phase angle,
polarization angle, and group angle share the same value, since
they all represent thewave propagating direction. Popular methods
for the ADCIG extraction including Poynting vector (Tang and
McMechan, 2018; Wang et al., 2016b), optical flows (Zhang et al.,
2018), extended image condition (Yan and Sava, 2008; Vyas et al.,
2010), recursive Radon transform (Liu et al., 2016) or polarization
direction (Zhang and McMechan, 2011b). However, in anisotropic
media, the phase angle, polarization angle, and group angle are
inequivalent and related to anisotropic parameters. They may
convert to each other but require complex transfer functions
(Tsvankin, 2012; Lu et al., 2019). The anisotropic acoustic ADCIGs
can be extracted by the space-shift imaging condition in the Fourier
domain (Sava and Fomel, 2005) or slant stacks performed on pre-
stack images (Biondi, 2007a). Xu et al. (2011) apply 4D Fourier
transform (FT) to 3D RTM to produce anisotropic ADCIGs. These
methods are implemented on the local Fourier domain and are
computationally expensive. The Poynting vector (Lu et al., 2019;
Wang and Zhang, 2022) is able to compute group angle which is

then converted to polarization and phase angle for ADCIGs
extraction. However, this method tends to distort by the interfer-
ence of complex wavefields and produces inaccurate angles. Zhang
and McMechan (2011a) apply the local FT to separated the qP- and
qS-wavefields and then use the separated qP-wavefield to calculate
the polarization angle for ADCIGs extraction. Wang et al. (2016a)
utilizes the low-rank approximation to separate vector qP- and
qS-wavefields to obtain the corresponding polarization and phase
angles. The angle accuracy and computational cost are heavily
depending on the selected rank number. In addition to ADCIGs
extraction, the residual moveout (RMO) measurement is also
important to evaluate the velocity corrections. There aremany RMO
studies in isotropic (Biondi and Symes, 2004; Zhang et al., 2012;
Zhao et al., 2020) and anisotropic media (Jousselin and Biondi,
2006; Biondi, 2007a, 2007b). For instance, Biondi (2007b) build a
quantitative connection between velocity perturbations and the
event moveouts in anisotropic ADCIGs. A RMO expression is
developed as the function of the phase and group angle. However,
the conversion from the group angle to the phase angle is not
straightforward and requires expensive computations.

Compared with previous studies, this paper presents three im-
provements in extracting ADCIGs of ERTM in VTI media. 1) P/S
wave-mode decomposition: We apply an anisotropic-Helmholtz
decomposition method (Zhang et al., 2022), which adapts to arbi-
trary complexmedia, and can efficiently produce vector qP- and qS-
wavefield with correct amplitudes and phases. 2) Phase angle
calculation: The decomposed qP- and qS-wavefields are directionly
utilized to calculate the polarization and phase angles. The PP- and
PS-images are sorted by the obtained phase angles to produce the
ADCIGs. Since we do not require any additional transformation
between these two angles in the space domain, there is no addi-
tional cost. 3) RMO analysis: We derive a simple expression of
group angle from approximated eigenvalues of the VTI Christoffel
equation and obtain a concise RMO expression for PP-reflections of
flat reflectors. In addition, the AVA analysis (Ruger,1997; Zhou et al.,
2020) is also used to test the amplitude response of our produced
ADCIGs.

The paper is organized as follows: We first review the aniso-
tropic- Helmholtz decomposition method for separating P/S wave-
mode in VTI media. Then, we bridge polarization angles to phase
angles and construct the corresponding ADCIGs in VTI ERTM.
Finally, we reframe the RMO formulation based on our derived
group-angle expression in VTI media. Two examples for RMO, AVA
analysis and ADCIGs are selected to demonstrate the effectiveness
and feasibility of our method.

2. Methodology

2.1. Anisotropic-Helmholtz decomposition method

In anisotropic media, the wave propagation is neither parallel
nor perpendicular to their polarization direction. The classical
Helmholtz decomposition cannot be used to separate the aniso-
tropic wavefields. We present an anisotropic-Helmholtz decom-
position method (Zhang et al., 2022) for separating the original
wavefields into vector qP- and qS-wavefields in VTI media.

The two dimensional VTI wave equation (Aki and Richards,
2002) is expressed as
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where ux and uz represent the x- and z-components of the elastic
wavefield, respectively. x ¼ (x, z) is the 2D spatial Cartesian coor-
dinate, t is time, v2t is the second-order temporal partial gradient, v2x
and v2z are the second-order partial gradient over x- and z-direction.
vxz is the mixed spatial partial gradient. r is the density. cij is the
stiffness matrix of VTI media, which are shown as

c11 ¼ ð1þ 2εÞrvp2; c33 ¼ rvp
2; c55 ¼ rvs

2;

c13 ¼ r
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
½ð1þ 2dÞvp2 � vs

2�½vp2 � vs
2�

q
� rvs

2;
(2)

where vp and vs represent the vertical velocity of qP- and qS-waves,
respectively. ε and d are the anisotropic parameters (Thomsen,
1986). We use a plane wave expression as the solution of Eq. (1):

un ¼ Uneiðkxx�kzz�utÞ; n ¼ x; z (3)

where Un (n ¼ x, z) represents the Fourier transform of ux and uz, kx
and kz are the horizontal and vertical components of the wave-
number. u represents the angular frequency.

Substituting Eq. 3 into Eq (1) results in the Christoffel equation
of VTI meida as:

2
4 c11k

2
x þ c55k

2
z � l ðc13 þ c55Þkxkz

ðc13 þ c55Þkxkz c55k
2
x þ c33k

2
z � l

3
5�Ux

Uz

�
¼ 0; (4)

where the eigenvalue l ¼ ru2 ¼ rk2V2, V represents the P- and S-

wave phase velocities, the eigenvector ðUx;UzÞT indicates the qP-
and qS-wave polarization (Dellinger, 1991; Tsvankin, 2012). The
approximated solutions of Eq. (4) are shown as (details in Appendix
A)

l1 ¼ rv2p

h
ð1þ 2εÞk2x þ k2z

i
;

l2 ¼ rv2s

h
k2x þ k2z

i
;

(5)

and

D ¼

2
666664

kxffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
½ð1þ 2dÞv2p � v2s �½v2p � v2s �

q
ð1þ 2εÞv2p � v2s

kz

3
777775;

D⊥ ¼

2
666664

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
½ð1þ 2dÞv2p � v2s �½v2p � v2s �

q
ð1þ 2εÞv2p � v2s

kz

�kx

3
777775;

(6)

where the eigenvectors D and D⊥ are the polarization vector of qP-
and qS-waves in VTI media, respectively.

Next, an original wavefield U is defined and separated in the
wavenumber domain as

U ¼ Up þ Us (7)

where U ¼ (Ux, Uz) is a vector wavefield. Up ¼ ðUp
x ;U

p
z Þ and

Us ¼ ðUs
x;U

s
zÞ are the vector P- and S-wavefield, respectively. We

project wavefields U, Up and Us into the qP- and qS-wave polari-
zation D and D⊥ as

D,U ¼ D,Up;
D⊥,U ¼ D⊥,Us;
D⊥,Up ¼ 0;
D,Us ¼ 0:

(8)

we replace D⊥ with D, and Eq. (8) becomes

D,U ¼ D,Up;
D� U ¼ D� Us;
D� Up ¼ 0;
D,Us ¼ 0:

(9)

where the notation , and � represent the dot and out product,
respectively. Equation (9) contains four unknown variables Up

x , U
p
z ,

Us
x and Us

z, which are solved as

Up
x ¼ ðk2xUx þ rkzkxUzÞ

.
ðk2x þ r2k2z Þ;

Up
z ¼ ðrkzkxUx þ r2k2zUzÞ

.
ðk2x þ r2k2z Þ;

Us
x ¼ ðr2k2zUx � rkzkxUzÞ

.
ðk2x þ r2k2z Þ;

Us
z ¼ ð�rkzkxUx þ k2xUzÞ

.
ðk2x þ r2k2z Þ:

(10)

with

r ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
½ð1þ 2dÞv2p � v2s �½v2p � v2s �

q
ð1þ 2εÞv2p � v2s

: (11)

we rewrite Eq. (10) with the vector format as

Up ¼ DðD,U
.
jDj2Þ;

Us ¼ �D� ðD� U
.
jDj2Þ:

(12)

Equation (12) is the P/S wave-mode decomposed formulations in
the wavenumber domain. The polarization vector D represents the
anisotropic-Helmholtz decomposition operator of thewavenumber
domain. Moreover, based on weakly anisotropic assumption
(Tsvankin, 2012), we conduct the first-order Taylor approximation
on the 1/|D|2 of Eq. (12) around d ¼ 0, ε ¼ 0 and obtain

1

jDj2
¼ 1

k2x þ r2k2z
z

1

k2x þ k2z
þ k2z

ðk2x þ k2z Þ
2,
2v2pð2ε� dÞ
v2p � v2s

: (13)

we substitute Eq. (13) with Eq. (12) and obtain the space-domain
equation as

rðxÞv2t uxðx; tÞ ¼
h
c11ðxÞv2x þ c55ðxÞv2z

i
uxðx; tÞ þ ½c13ðxÞ þ c55ðxÞ�v2xzuzðx; tÞ;

rðxÞv2t uzðx; tÞ ¼ ½c13ðxÞ þ c55ðxÞ�v2xzuxðx; tÞ þ
h
c55ðxÞv2x þ c33ðxÞv2z

i
uzðx; tÞ;

(1)
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up ¼ V0ðV0,wÞ;
us ¼ �V0 � ðV0 �wÞ; (14)

and

w ¼ �FFT�1

"
U

k2x þ k2z

#
� FFT�1

2
64 k2zU

ðk2x þ k2z Þ
2

3
75,2v2pð2ε� dÞ

v2p � v2s
(15)

where the elastic wavefield U can be computed by FFT[u]. The
operators FFT�1 and FFT represent the inverse and forward Fast
Fourier transform (FFT), respectively. u ¼ (ux, uz) is the elastic
wavefield in the space domain. up ¼ ðupx ;upz Þ and us ¼ ðusx;uszÞ
represent the decomposed qP- and qS-wavefield in the space
domain. V0 is the anisotropic-Helmholtz decomposition operator of
the space-domain and can be written as

V0 ¼

2
6664

vxffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
½ð1þ 2dÞv2p � v2s �½v2p � v2s �

q
ð1þ 2εÞv2p � v2s

vz

3
7775: (16)

The anisotropic-Helmholtz decomposition method using Eqs.
(14) and (15) is performed in the space-wavenumber domain and
requires three FFTs. A workflow is summarized in Algorithms 1 and
2 in Zhang et al. (2022).

2.2. Phase angle, polarization angle, and ADCIGs in VTI media

It is known that the angles of phase velocity, polarization, and
group velocity are not identical in anisotropic media. In this sub-
section, we aim to connect the polarization and phase angles to the
anisotropic-Helmholtz operator D that represents qP-wave polari-
zation and is orthogonal to qS-wave polarization.

To start with, we define the phase angle as q in VTI media and it
is easily expressed with the wavenumber as

q ¼ arctan
�
kx
kz

�
; (17)

where kx ¼ ksinq, kz ¼ kcosq. The ADCIGs are formulated as the
function of q at the reflectors.

Next, we derive the unit vector of D as

D
jDj ¼

0
B@ kxffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

k2x þ r2k2z

q ;
rkzffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

k2x þ r2k2z

q
1
CA ¼ ðsina; cosaÞ; (18)

with

r ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
½ð1þ 2dÞv2p � v2s �½v2p � v2s �

q
ð1þ 2εÞv2p � v2s

: (19)

where a is considered as the polarization angle for qP- and qS-
waves in VTI media. Moreover, according to Eqs. (17) and (18),
the relationship between a and q is expressed as

tana ¼ kx
rkz

¼ 1
r
tanq: (20)

by using Eq. (20), the phase angle q can be obtained from polari-
zation angle a.

To calculate the polarization angle a, we rewrite Eq. (12) as

Up ¼ D
jDj

�
D
jDj,U

�
;

Us ¼ � D
jDj �

�
D
jDj � U

�
:

(21)

by substituting Eq. (18) to Eq. (21), we obtain

Up
x ¼ sinaðsinaUx þ cosaUzÞ;

Up
z ¼ cosaðsinaUx þ cosaUzÞ;

Us
x ¼ �cosað�cosaUx þ sinaUzÞ;
Us
z ¼ sinað�cosaUx þ sinaUzÞ:

(22)

we then convert Eq. (22) to the space domain as

upx ¼ sinaðsinaux þ cosauzÞ;
upz ¼ cosaðsinaux þ cosauzÞ;

usx ¼ �cosað�cosaux þ sinauzÞ;
usz ¼ sinað�cosaux þ sinauzÞ:

(23)

According to Eq. (23), we can calculate the polarization angle in the
space domain via:

tana ¼ upx
upz

; (24)

or

tana ¼ �usz
usx
: (25)

By substituting Eq. (24) or Eq. (25) to Eq. (20), we obtain the
expression of phase angle as

tanq ¼ r
upx
upz

; (26)

or

tanq ¼ �r
usz
usx
: (27)

Equations (24) and (25) show the polarization angle a of qP- and
qS-waves, while Eqs. (26) and (27) represent the phase angle q of
qP- and qS-waves, respectively.

In this paper, we mainly focus on the PP- and PS-images.
Therefore, we use the separated vector qP-wavefield (the source
side) to calculate the phase angle as incident angle aperture (as-
sume the reflectors are flat or nearly flat so that the dips are almost
zero) for extracting ADCIGs in VTI ERTM. The specific expression is
written as:

Ippðx; q1Þ ¼
ðT
0

Spðx; tÞ,Rpðx; tÞ,d0 ðq� q1Þdt;

Ipsðx; q1Þ ¼
ðT
0

Spðx; tÞ,Rsðx; tÞ,d0 ðq� q1Þdt:
(28)

here, Ipp(x, q1) and Ips(x, q1) are the PP- and PS-ADCIGs, respectively.
Sp(x, t) represents the separated qP-wavefield in source side. Rp(x,
t) and Rs(x, t) represent the separated qP- and qS-wavefield from
the receiver side. d0(q �q1) equals 1 only with q ¼q1 otherwise it
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equals 0. q is the calculated phase angle and q1 is the chosen angle
for ADCIGS extraction. The incident phase angles are obtained from
the qP-wavefield of the source side. T is the maximum propagation
time. A flowchart is shown in Fig. 1 for understanding our proposed
extracting ADCIGs method.

Meantime, the description of workflow for extracting ADCIGs in
VTI ERTM can be expressed as follows.

(1) Solving the VTI wave equation and obtaining the source
wavefields S(x, t).

(2) Using the anisotropic-Helmholtz decomposition method to
acquire decomposed Sp(x, t) and Ss(x, t) wavefields.

(3) Solving the adjoint VTI wave equation and obtaining the
receiver wavefield R(x, t) with multi-component seismic
records.

(4) Using the anisotropic-Helmholtz decomposition method to
acquire decomposed Rp(x, t) and Rs(x, t) wavefields.

(5) Calculating the phase angle of qP-wavefield on the source
side by using Eq. (26) at each point in the space domain for
every snapshot.

(6) Using the dot-product cross-correlation imaging condition
(Eq. (28)) to generate ADCIGs.

2.3. Residual moveout and group angle in VTI media

The ADCIGs reveal flat events for correct velocities. Any move-
outs in the ADCIGs can be used to improve the migration velocity
model. Biondi (2007b) presents the RMO DRMO in anisotropic PP-
ADCIGs for reflections of flat reflectors as

DRMO ¼ rvZ0 tanq tanj; (29)

where rv is the velocity perturbation ratio, Z0 is the depth of events,
q is the incident phase angle, and j is the group angle representing
the propagation of group velocity. The difficulty of implementing
Eq. (29) increases due to the complex transformation from the
phase angle to the group angle.

The general expression of group velocity VG is shown as
(Berryman, 1979; Tsvankin, 2012)

VG ¼ VðkVÞ ¼ vðkVÞ
vkx

x!þ vðkVÞ
vkz

z!; (30)

where V is the spatial gradient operator, kx and kz are wavenumber
components in x- and z-direction. x! and z! are base vectors in the
x- and z-axis. kV can be obtained from the eigenvalue of the
Christoffel equation (Eq. (4)). In terms of Eq. (30), the tangent of the
group angle in Eq. (29) can be expressed as

Fig. 1. The workflow for extracting ADCIGs in VTI ERTM by using the proposed
method.

Fig. 2. Original elastic wavefield components of VTI homogeneous model in (a) x- and (b) z-direction with propagation time 0.5 s.
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tanj ¼ vðkVÞ
vkx

�
vðkVÞ
vkz

: (31)

Equation (31) represents the group angle of qP- or qS-wave.
Because we mainly analyze the RMO of PP-ADCIGs, the group
angle of P-wave is focused. The analytical expression of the qP-
wave group angle can be calculated from the exact eigenvalue of
the Christoffel equation (Eq. (A7)). We substitute the analytical
group-angle expression into Eq. (29) and obtain a complex
formulation of the RMO curve (Biondi RMO curve). To simplify it,
we conduct a succinct expression of qP-wave group velocity using
the approximated eigenvalue (first item of Eq. (5)):

VGP
¼ ð1þ 2εÞvpkxffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ð1þ 2εÞk2x þ k2z

q x!þ vpkzffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1þ 2εÞk2x þ k2z

q z!: (32)

we then substitute Eq. (32) into Eq. (31) and obtain the approxi-
mated group-angle expression of qP-wave as

tanjP ¼ ð1þ 2εÞkx
kz

¼ ð1þ 2εÞtanq: (33)

Furthermore, by substituting Eq. (33) into Eq. (29) we can obtain
the approximated RMO of PP-ADCIGs as

DRMOPP
¼ rvZ0ð1þ 2εÞ tan2q: (34)

Equation (34) relieves the complexity of the group-angle compu-
tation of Eq. (29). In the numerical tests, we compare our proposed
RMO curve with the classical Biondi's RMO curve via our produced
ADCIGs.

3. Examples

In this section, a simple and a complicated model (the Hess
model) are used to demonstrate the effectiveness of our proposed
methods. Moreover, we used first-order elastic wave equation (Qu
et al., 2022) and eight-order staggered-grid finite difference to
extrapolate wavefields and apply perfect matching layer boundary

Fig. 3. Separated P-wavefields and S-wavefields of VTI homogeneous model via the anisotropic-Helmholtz decomposition approach. Panels (a) and (b) are x- and z-components of
vector P-wavefield, (c) and (d) are vector S-wavefield components in x- and z-direction.
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condition to absorb artificial reflections.

3.1. VTI homogeneous model

To start with, we use a simple VTI homogeneous model to
demonstrate that the anisotropic-Helmholtz decomposition
method can produce the P- and S-wavefields with correct ampli-
tudes and phases as the original wavefields. The elastic parameters
are vp ¼ 2500 m/s, vs ¼ 1500 m/s, r ¼ 1.0 g/cm3 and the anisotropic
parameters are ε ¼ d ¼ 0.2. The model is discreted by grid size of
300� 300 with a spacing of 10 m. The 15 Hz Ricker wavelet is set as
center of model with a temporal interval of 1 ms. As observed, Fig. 2
represents the original elastic wavefields at propagating time of 0.5
s. By using the anisotropic-Helmholtz decompositionmethod, Fig. 3
exhibits the separated P- and S-wavefield components. These wave
components show a clear decomposing effect compared with
original wave components (Fig. 2). Furthermore, we extract the
trace data at distance of 1600 m from Figs. 2 and 3. Fig. 4(a) and (b)
compare the original elastic wave components (red lines) with the

summation of P- and S-wavefield components (blue lines), which
present the corresponding amplitudes and phases. These data are
then converted to wavenumber-domain (kz-domain) to show the
amplitude spectrum (Fig. 4(c) and (d)) and phase spectrum
(Fig. 4(e) and (f)). As expected, these spectrums (indicated by red
lines and blue lines) are consistent with each other, which
demonstrate the correct amplitude and phases of the decomposed
P- and S-wavefields.

3.2. RMO analysis

It is well-known that the RMO curves are useful tools for MVA.
In this subsection, we compare Biondi's RMO with the proposed
approximate RMO curves via PP-ADCIGs for different velocity per-
turbations. In addition, the AVA analysis is also applied to the
migrated ADCIGs with correct velocities. A velocity model of Mesa
clay shale (Thomsen,1986; Biondi, 2007b) is selected to analyze the
RMO and AVA performance. The corresponding anisotropic pa-
rameters are vp ¼ 3794m/s, vs ¼ 2074m/s, r¼ 2.56 g/cm3, ε¼ 0.189

Fig. 4. Comparison of trace data extracted from original elastic wavefield (Fig. 2) and separated P/S wavefields (Fig. 3) at distance of 1600 m. Panel (a) represents horizontal (x-)
elastic and summation of P- and S-wavefields components and (b) is vertical (z-) elastic and summation of P- and S-wavefield components. (c) and (d) are the amplitude spectrum of
half depth points (from 0 to 150) in (a) and (b), respectively, (e) and (f) are the phase spectrum of half depth points (from 0 to 150) in (a) and (b), respectively. The red lines represent
original elastic wavefield components and blue lines are the summation of P- and S-wavefield components.
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and d¼ 0.204. The homogeneous models are discretized with a grid
size of 600 � 300 and a spacing interval of 10 m. The explosive
source applies a 15 Hz Ricker wavelet with 0.5 ms time interval. A
density anomaly r ¼ 2.80 g/cm3 is placed at the depth of 1500 m to
generate reflections. 600 shots are evenly distributed at the depth
of 10 m. For each shot, 600 receivers are distributed on the surface
with a spacing of 10 m.

The vertical velocity perturbations rv of qP- and qS-waves are
set as ±1%, ±5%, and ±10%. The phase angle range is from 0� to 45�.
Figs. 5 and 6 are the migrated PP-ADCIGs overlayed by Biondi's and
approximate RMO curves with different positive and negative ve-
locity perturbations. As observed, the curvatures raise as the ve-
locity perturbation and phase angle increase. The depth shifts of
interface also become large with the low/high growth of velocities.
Moreover, Fig. 5 shows an upgoing curve with the negative velocity
perturbations, whereas Fig. 6 exhibits a downgoing curve with the
positive velocity perturbations. The approximate RMO curves

Fig. 5. The PP-ADCIGs and RMO curves with the different negative velocity perturbations. The calculated phase angle range is from 0� to 45� . The ADCIGs are curved up with the (a)
1% lower velocity, (b) 5% lower velocity and (c) 10% lower velocity. The blue dashed lines are the approximate RMO curves and the red solid lines are the Biondi's RMO curves.

Fig. 6. The PP-ADCIGs and RMO curves with the different positive velocity perturbations. The calculated phase angle range is from 0� to 45� . The ADCIGs are curved up with the (a)
1% higher velocity, (b) 5% higher velocity and (c) 10% higher velocity. The blue dashed lines are the approximate RMO curves and the red solid lines are the Biondi's RMO curves.

Fig. 7. The PP-ADCIGs and AVA PP-coefficient curves with the given correct velocity
models. The calculated phase angle range is from 0� to 40� . The black dashed lines are
the PP-ADCIGs and the red solid lines are the AVA curves.
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present a good agreement with the Biondi's RMO curves. The
gathers show the equivalent up/down moveouts within 45� in
comparison to these RMO predictions. These results demonstrate
our method can provide a high-quality residual moveout for MVA
analysis. In addition, we analyze the AVA response for our ADCIGs
with the given correct migrated velocity models. As shown in Fig. 7,
the PP-reflection coefficients decrease with the larger incident
phase angle. The migrated gathers (black dash line) produce the
similar amplitude response as the AVA PP-coefficient curve (red

solid line) within 40�. A little difference between two lines is pre-
sented at the large incident angle, which is caused by the elliptical
and weak anisotropic assumption in our methods.

3.3. VTI Hess model

The VTI Hess model (Fig. 8) is selected to produce PP- and PS-
ADCIGs via our proposed method. For simplicity, the S-wave ve-
locity is calculated by dividing the P-wave velocity by 2.0. The

Fig. 8. The VTI Hess model with elastic parameters (a) P-wave velocity, (b) density, and anisotropic parameters (c) ε and (d) d.

Fig. 9. Elastic wavefield components of Hess model in (a) x- and (b) z-direction with propagation time 1.4 s.
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model is discrete by the grid size of 800 � 330 with a spatial in-
terval of 10 m. A 15 Hz Ricker wavelet is chosen as the sourcewith a
time interval of 1 ms. A Gaussian function with the grid size of
10 � 10 is adopted for smoothing true models. 120 shots are evenly
excited on the ground with a spatial step of 10 m. 600 receivers are
employed to detect multiple-component signals with a split-spread
aperture of 6 km.

To start with, we perform a P/S wavefield separation and phase
angle calculation experiment. A single source is placed at (4000,10)
m. Fig. 9 is the original vector elastic wavefields at propagating time
of 1.4 s. Applying the anisotropic-Helmholtz decomposition
method (Eqs. (14) and (15)), Fig. 10(a) and (b) represent the x- and
z-components of vector P-wavefields and Fig. 10(c) and (d) show
the x- and z-components of vector S-wavefields. The error plots are

shown in Fig. 10(e) and (f) demonstrate those wavefields are well
separated and can be used to calculate the polarization angles (Eqs.
(24) and (25)) and the phase angles (Eqs. (26) and (27)). The po-
larization angle is defined between the polarization direction and
z-axis, while the phase angle is defined between the phase velocity
direction and z-axis. The angle range is from (�p/2, p/2). Fig. 11(a)
and (b) show the qP- and qS-wave polarization angles (Eqs. (24)
and (25)), respectively. Fig. 11(c) and (d) exhibit the qP- and qS-
wave phase angles (Eqs. (26) and (27)), respectively. For each
shot, the phase angles are calculated at each time step and used in
Eq. (28) (with the horizontal layer assumption) to produce ADCIGs
of the Hess model.

Figs. 12 and 13 illustrate the ADCIGs of the Hess model with the
different migrated velocities. The ADCIGs exhibit the flat events

Fig. 10. Separated P-wavefields and S-wavefields of VTI Hess model via the anisotropic-Helmholtz decomposition approach. Panels (a) and (b) are vector P-wavefield components
projected on x- and z-direction, (c) and (d) are vector S-wavefield components in x- and z-direction, (e) and (f) are difference calculated from (px þ sx � ux) and (pz þ sz � uz),
respectively. ux and uz are original wavefields shown in Fig. 9.
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(Figs. 9(b) and Fig. 10(b)) with the correct velocities, whereas the
ADCIGs show upward curves (Figs. 12(a) and Fig. 13(a)) with 5%
lower velocities, and exhibit downward curves (Figs. 12(c) and
Fig. 13(c)) with 5% higher velocities. The curvatures increase with
the growth of phase angle and velocity perturbations. In addition,
the phase angle aperture of PS-ADCIGs (Fig. 13) is wider than that of
PP-ADCIGs (Fig. 12) due to the larger incident qP-wave angle
required by reflected qS-waves. Note that some events at the depth
of 1.5 km~3 km (indicated by the arrows in Figs. 12 and 13) do not
follow the correct curved tendency caused by multiples and con-
verted waves. The ADCIGs for the correct velocity models
(Figs. 12(b) and Fig. 13(b)) are used to produce stack PP- and PS-
images (Fig. 14(a) and (b)). For comparison, the anisotropic ERTM
method is also used to produce the corresponding images (Fig.14(c)
and (d)), which demonstrates the robustness of our method.

4. Discussion

First, this paper applies the anisotropic-Helmholtz decomposi-
tion method for ERTM imaging in VTI media. The separated qP- and
qS-wavefields are then used to calculate the polarization- and
phase angles. The phase angles are applied to ERTM for ADCIGs
extraction. Our method can be easily extended to 3D and TTI media.

However, the computational cost will increase at the meantime.
Because the local homogeneous assumption is used for deriving the
Christoffel equation, a smoothing velocity model is preferred for
ERTM implementation. In addition, the weakly anisotropic and
elliptical VTI assumptions are used to derive the anisotropic-
Helmholtz decomposition operator and three-angle (phase, polar-
ization, group) relations. Therefore, our method may encounter
non-negligible errors in the presence of strong non-elliptical me-
dia. The accuracy tests regarding these assumptions can be found in
Zhang et al. (2022).

Second, we analyze the RMO curves and AVA analysis for the
reflections of flat reflectors and extend this study to ADCIGs
extractionwith steep reflectors (Zhao et al., 2021) that are currently
under development. Meantime, we also apply horizontal layer
assumption for ADCIGs extraction in Eq. (28). This may influence
the angle-axis of Figs. 8e9. Thus, we choose the slight incline
events in Hessmodel such as x¼4.25 km to produce ADCIGs images.
For Fig. 10, because we stack the PP- and PS-ADCIGs data with a
wide phase angle range (�50 to 50), the influence from the hori-
zontal layer assumption can be acceptable and thus we can obtain
the identical images (Fig. 14(a) and (b)) as those of anisotropic
ERTM (Fig. 14(c) and (d)). Adding the dip angle to Eq. (28) is what
we focus on next. In addition, we only discuss the VTI RMO and AVA

Fig. 11. Polarization and phase angles of the P- and S-wavefield snapshots (Fig. 10) for the Hess model. Panels (a) is the polarization angles of P-wavefields (Eq. (24)), (b) is the
polarization angles of S-wavefields (Eq. (25)), (c) is the phase angles of P-wavefields (Eq. (26)) and (d) is the phase angles of S-wavefields (Eq. (27)). All the angles range from -p/2 to
p/2.
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of PP-ADCIGs, whereas the PS-ADCIGs have not been completely
developed due to its complexity in anisotropic media. It is neces-
sary to study this aspect in future research.

Third, we improve the P/S wave-mode decomposition and the
phase-angle calculation for anisotropic ADCIGs extraction of ERTM
in this paper. To exhibit the advantages, we compare the previous
studies and our method in model assumption, computation and
angle accuracy. As shown in Table 1, although Poynting vector shows

the minimal computation cost, it is usually influenced by the com-
plex wavefield-interference and produces inaccurate angles. The
vector P/S wavefield decomposition using local FTs or using low rank
approximation requires multiple FTs and cost much computation.
Our method integrates the features of these methods regarding high
efficiency, angle accuracy and great model adaptability.

Equations (2, 24e27) are used to calculate polarization and
phase angles. There may exist many zero values in separated qP-

Fig. 12. The PP-ADCIGs of the Hess model at position x¼3.50, 3.75, 4.00 and 4.25 km. The calculated phase angle range is from 0� to 50� . The ADCIGs of PP-image are (a) curved up
with the 5% lower velocity, (b) flat with the correct velocity and (c) curved down with 5% higher velocity. The black arrows indicate the events imaged by multiples and converted
waves.
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and qS-wavefields where the waves do not arrive or are influenced
by waveform shape. To solve this problem, we add a pretty small
positive value in the denominator of Eqs. (2, 24-27). Theses may
introduce slight numerical errors for angle calculation. However,
the near-zero values contribute little for ADCIGs and images in
anisotropic ERTM.

To further improve the computation cost, we apply the GPU
technology to all aspects of the ADCIGs extraction including

modeling, imaging and angles calculation. In addition, the
anisotropic-Helmholtz decomposition method needs three times
FFTs at each time step. An optimized FFT function cufft from the
GPU toolkit is applied to the decomposition process. This makes our
method achieve high efficiency in production. However, when the
large 3D data are used in our method, the single GPU cannot un-
dertake huge memory. The multi-GPUs strategy may be considered
in our research.

Fig. 13. The PS-ADCIGs of the Hess model at position x¼3.50, 3.75, 4.00 and 4.25 km. The calculated phase angle range is from 0� to 50� . The ADCIGs of PS-image are (a) curved up
with the 5% lower velocity, (b) flat with the correct velocity and (c) curved down with 5% higher velocity. The black arrows indicate the events imaged by multiples and converted
waves.
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5. Conclusion

We apply the anisotropic-Helmholtz decomposition method to
ADCIGs extraction in VTI media. This approach adapts to arbitrary
heterogeneous media and efficiently separates the original wave-
fields into vector qP- and qS-wavefields. We then use the separated
qP- and qS-wavefields to calculate the polarization and phase an-
gles in the space domain. The phase angle is applied to ERTM im-
aging for ADCIGs extraction. Compared with the previous studies,
our approach shows the advantages in the computation, model
adaptability and angle accuracy. In addition, we present a concise
approximate RMO expression of PP-ADCIGs for reflections of flat
reflectors. The VTI Hess model and Mesa clay shale data examples
are seleted to validate the RMO and AVA analysis for produced
ADCIGs.

Data availability

The data underlying this paper are available in the paper.
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Fig. 14. The produced image results of Hess model using different approaches. Panels (a) PP-image and (b) PS-image use the stacked ADCIGs data (Figs. 12(b) and 13(b)), (c) PP-
image and (d) PS-image apply the anisotropic ERTM method. The results exhibit similar imaging effects.

Table 1
Comparison between the previous ADCIGs studies and our method. The angle mentioned in table is for ADCIGs extraction. The computation mainly refer to the cost of P/S
decomposition. M represents the number of homogeneous parts. X is rank number for low-rank approximation. N is total grid points of the model.

Method Angle used P/S wave-mode decomposition Model assumption Computation f Angle accuracy

Poynting vector (Wang and Zhang, 2022) phase poynting vector smoothed N low
CIGs in ERTM (Zhang and Mcmechan, 2011a) polarization vector P/S decomposition local homogeneous M*Nlog2N high
Scalar and vector imaging (Wang et al., 2016a) phase low-rank approximation smoothed X*Nlog2N high
Anisotropic-Helmholtz (this paper) phase anisotropic-Helmholtz smoothed 3Nlog2N high
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APPENDIX A

Deriving The Eigenvalues And Eigenvectors From The Christoffel
Equation

To start with, we show the Christoffel equation in VTI media (Eq.
(4)) as

2
4 c11k

2
x þ c55k

2
z � l ðc13 þ c55Þkxkz

ðc13 þ c55Þkxkz c55k
2
x þ c33k

2
z � l

3
5�Ux

Uz

�
¼ 0: (A-1)

The notations in Eq. A-1 has been declared above. Because the
matrix of Eq. A-1 is positive, its determinant can be written as

det

2
4 c11k

2
x þ c55k

2
z � l ðc13 þ c55Þkxkz

ðc13 þ c55Þkxkz c55k
2
x þ c33k

2
z � l

3
5 ¼ 0; (A-2)

From Eq. A-2 we can obtain a quadratic equation

al2 þ blþ c ¼ 0; (A-3)

with

a ¼ 1;

b ¼ �½ðc11k2x þ c55k
2
z Þ þ ðc55k2x þ c33k

2
z Þ�;

c ¼ ðc11k2x þ c55k
2
z Þ,ðc55k2x þ c33k

2
z Þ � ðc13 þ c55Þ2k2xk2z :

(A-4)

The discriminant of Eq. A-3 can be expressed as

D ¼ b2 � 4ac

¼ ½ðc11 � c55Þk2x þ ðc55 � c33Þk2z �
2 þ 4ðc55 þ c13Þ2k2xk2z >0:

(A-5)

According to Eq. A-5, there are two real eigenvalues l1 and l2 for Eq.
A-3 as

l1;2 ¼
�b±

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
b2 � 4ac

p

2a
¼ðc11 þ c55Þk2x þ ðc33 þ c55Þk2z

2

±
ðc11 � c55Þk2x þ ðc33 � c55Þk2z

2

,

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 4½ðc11 � c55Þðc55 � c33Þ þ ðc13 þ c55Þ2�k2xk2z

½ðc11 � c55Þk2x þ ðc33 � c55Þk2z �
2

vuut :

(A-6)

Replacing the stiffness coefficients of Eq. (A-6) with elastic and
anisotropic parameters as

l1;2 ¼ r
½ð1þ 2εÞv2p þ v2s �k2x þ ½v2p þ v2s �k2z

2

± r
½ð1þ 2εÞv2p � v2s �k2x þ ½v2p � v2s �k2z

2

,

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 8ðd� εÞv2pðv2p � v2s Þk2xk2z

½ðð1þ 2εÞv2p � v2s Þk2x þ ðv2p � v2s Þk2z �
2

vuuut :

(A-7)

based on the weak anisotropy assumption, we approximate the
square root item of Eq. A-7 via a first-order Taylor expansion
around d ¼ ε:

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 8ðd� εÞv2pðv2p � v2s Þk2xk2z

½ðð1þ 2εÞv2p � v2s Þk2x þ ðv2p � v2s Þk2z �
2

vuuut

¼ 1þ 4ðd� εÞv2pðv2p � v2s Þk2xk2z
½ðð1þ 2εÞv2p � v2s Þk2x þ ðv2p � v2s Þk2z �

2: (A-8)

Due to the second complicated item in Eq. A-8 (after the "¼") far
less than 1, we exclude this part and obtain the approximate ei-
genvalues as

l1 ¼ rv2p½ð1þ 2εÞk2x þ k2z �;
l2 ¼ rv2s ½k2x þ k2z �:

(A-9)

Equation A-9 corresponds to the solution of the Christoffel equation
under the elliptical VTI assumption (ε¼ d). The accuracy tests of this
approximate solution can be found in Zhang et al. (2022).

Next, we expand Eq. A-1 to linear equation system as

ðc11k2x þ c55k
2
z ÞUx þ ðc13 þ c55ÞkxkzUz ¼ lUx;

ðc13 þ c55ÞkxkzUx þ ðc55k2x þ c33k
2
z ÞUz ¼ lUz:

(A-10)

we substitute l1 and l2 into Eq. A-10 and obtain

U1 ¼

2
6664

kxffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
½ð1þ 2dÞv2p � v2s �½v2p � v2s �

q
ð1þ 2εÞv2p � v2s

kz

3
7775; (A-11)

and

U2 ¼

2
66664

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
½ð1þ 2dÞv2p � v2s �½v2p � v2s �

q
ð1þ 2εÞv2p � v2s

kz

�kx

3
77775; (A-12)

where U1 and U2 represent the qP- and qS-wave polarization
(Tsvankin, 2012), which are always orthogonal in anisotropic
media.
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