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a b s t r a c t

During injection treatments, bottomhole pressure measurements may significantly mismatch modeling
results. We devise a computationally effective technique for interpretation of fluid injection in a wellbore
interval with multiple geological layers based on the bottomhole pressure measurements. The perme-
ability, porosity and compressibility in each layer are initially setup, while the skin factor and partitioning
of injected fluids among the zones during the injection are found as a solution of the problem. The
problem takes into account Darcy flow and chemical interactions between the injected acids, diverter
fluids and reservoir rock typical in modern matrix acidizing treatments. Using the synchronously
recorded injection rate and bottomhole pressure, we evaluate skin factor changes in each layer and actual
fluid placement into the reservoir during different pumping jobs: matrix acidizing, water control, sand
control, scale squeezes and water flooding. The model is validated by comparison with a simulator used
in industry. It gives opportunity to estimate efficiency of a matrix treatment job, role of every injection
stage, and control fluid delivery to each layer in real time. The presented interpretation technique
significantly improves accuracy of matrix treatments analysis by coupling the hydrodynamic model with
records of pressure and injection rate during the treatment.
© 2024 The Authors. Publishing services by Elsevier B.V. on behalf of KeAi Communications Co. Ltd. This
is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/

4.0/).
1. Introduction

Well testing models based on the transient pressure analysis
approach are important tools for obtaining information about the
reservoir and fluid filtration (Matthews and Russell, 1967). These
approaches apply to fluid flow in the presence of a hydraulic frac-
ture (Cinco-Ley and Samaniego, 1981) or natural fractures
(Biryukov and Kuchuk, 2012; Kuchuk et al., 2015). In acidizing ap-
plications, this method is also widely used for both fracture and
matrix acidizing (McLeod and Coulter, 1969). Matrix acidizing is a
stimulation process in which fluid (typically acid) is injected into
the wellbore at a pressure below the breakdown pressure and then
filtrates into the reservoir rock. The primary goal of matrix treat-
ment is to reduce the near-wellbore zone damage and thereby in-
crease the permeability of the rock. The job is considered successful
if both technical and economic objectives are achieved. One
defining physical parameter is skin factor, which should decrease in
y Elsevier B.V. on behalf of KeAi Co
the near-wellbore zone after successful treatment. To estimate the
effectiveness of a stimulation job performed, it is necessary to
create real-time monitoring models.

The first monitoring methods based on pressure transient
analysis and steady-state Darcy flow were presented by McLeod
and Coulter (1969) and Paccaloni et al. (1979, 1988) respectively.
Both of these approaches monitored changes in skin factors during
the treatment, but accuracy was not high. Later, Prouvost and
Economides (1987, 1989) presented a more accurate method
based on the transient solution, which is much more suitable for
the treatment problem. This solution was later improved by other
authors (Chan et al., 2003; Hill and Zhu, 1996; Montgomery et al.,
1995). In this paper, we will also rely on this approach as the
most correct one for the multi-zone structure, as well as advanced
diverter technologies.

In addition to the hydrodynamic aspects of fluid filtration into
the formation, matrix treatment is also based on chemical in-
teractions of the fluid with the rock. Lund et al. (1973, 1975) studied
the most common reactions of hydrochloric acid with dolomite
(CaMg(CO3)2) and limestone (CaCO3). The injected acid corrodes
mmunications Co. Ltd. This is an open access article under the CC BY-NC-ND license
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Nomenclature

Roman letter
B Constant of analytical solution introduced in Eq. (6)
ct Total zone compressibility
С Concentration
D Diffusion coefficient
E0f Reaction rate constant
h Zone thickness
k Zone permeability
Lwh Wormhole length
L Radial depth of fluid filtration into zone
MW Molecular weight
NDa Damk€ohler number
NPe Peclet number
p Pressure
pu Unit-rate pressure introduced in Eq. (7)
pwf Bottomhole pressure
Psc Pressure scale introduced in Eq. (6)
Q Total injection rate to the well
q Zone flow rate
Rw Wellbore radius
R0w Effective wellbore radius
R Gas constant
r Radius
rAt Rate of acid consumption at the tip
S Skin factorbS Uniform skin multiplier
TD Dimensionless time
T 0D Effective dimensionless time
T Reaction temperature
T L

0 Temperature corrections for hydrochloric acid-
limestone reaction

T D
0 Temperature corrections for hydrochloric acid-

dolomite reaction
t Time
US Normalized skin velocity
V Zone injected volume

Greek letter
a Order of chemical reaction introduced in Eq. (12)
b Power introduced in Eq. (23)
g Power introduced in Eq. (23)

DE Activation energy
lBT Structure efficiency parameter
m Viscosity of the injected fluid
n Ratio of stoichiometric coefficients
r Density of the fluid or material
ct Volumetric dissolving power at the tip

Mathematical function
Fn Function defined in Section 3.3
K0 Modified Bessel function of the second kind of zero

order
K1 Modified Bessel function of the second kind of first

order

Subscripts and superscripts
1z One zone
A Acid
D Dimensionless
Dolo Dolomite
Lime Limestone
M Mineral
m Index for zone number
n Index for time moment
t Tip

Acronyms
CaCl2 Calcium chloride
CaCO3 Calcium carbonate (limestone)
CaMgðCO3Þ2 Calcium magnesium carbonate (dolomite)
CO2 Carbon dioxide
CRF Cumulative redistributed fluid volume
DHG Downhole gauge
HCl Hydrochloric acid
H2O Dihydrogen oxide
MaTI Matrix treatment interpreter
MgCl2 Magnesium chloride
MSE Mean square error
OPS Open path sequence
PLT Production logging tool
RF Redistributed fluid volume
RS Reference solution
SPRA Single-phase retarded acid
VES Viscoelastic surfactant-based
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the rock walls, resulting in the formation of wormholes, which are
highly conductive channels that effectively increase the perme-
ability of the rock. There are many mathematical models that
describe wormhole growth (Buijse, 2000; Buijse et al., 2005;
Daccord et al., 1993; Daccord and Lenormand, 1987; Fredd and
Fogler, 1998; Furui et al., 2011; Gdanski, 1999; Hoefner and Fogler,
1988; Huang et al., 1999, 2000; Wang et al., 1993).

In this paper, we will use the approach presented by Fredd and
Fogler (1998, 1999) to relate wormhole growth to the skin factor.
These authors have shown that wormhole formation is governed by
the Damk€ohler number (NDa). They discovered that for all reactions
there is an optimal Damk€ohler number of about 0.29, which de-
scribes the minimum number of pore volumes required to form a
dominant wormhole. These results have also been used as the basis
for industrial simulators. Panga et al. (2002, 2004) described
reactive dissolution in porous media as a coupling between
3588
processes occurring at the Darcy scale and at the pore scale. This
model is based on acid flow and transport equations and pays
special attention to the determination of the acid filtration model:
mass transfer controlled or kinetically controlled. The description
of optimal injection rate and dissolution patterns is based on
several dimensionless constants: Damk€ohler number, Thiele
modulus, and acid capacity number.

The process of acid-rock interaction is well studied. There are
many models that, with varying degrees of accuracy and under
different assumptions, can estimate the length of emanating
wormholes and thus predict the final skin factor obtained after
acidizing. However, the achievement of the desired result of a
treatment job with reservoir rock heterogeneity is a challenge. For
example, the presence of the so-called “thief zone” (a layer of
limited thickness with high permeability) can strongly influence
the spatial distribution of acids, because a lion’s share of the total
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fluid will flow into this zone and create dominant wormholes,
while less permeable neighboring zones remain untreated (Pye
et al., 1970). To avoid this problem and control the fluid distribu-
tion process, matrix treatment jobs require special fluid diversion
techniques. In the industry, fluid diversionmethods are classified as
mechanical and chemical, the former referring to solid particles
that physically plug the fluid path and the latter referring to high
viscosity fluids. For research purposes, it is more convenient to
classify diversion methods according to the components of Darcy’s
law that each method addresses (Abdrazakov et al., 2019):

� Methods that reduce the height available for flow (“h”): dividing
the interval by packers,

� Methods that increase the skin factor of the surface area
exposed to the flow (“s”): pumped-in particles,

� Methods that increase the viscosity of the filtrating fluid (“m”):
viscous fluids and foams.

In general, there are many researchers who have studied the
influence of diverting agents and self-diverting acids on the flow of
acids into a permeable rock (Crowe, 1971; Doerler and Prouvost,
1987; Prouvost and Economides, 1989; Tardy et al., 2007; Cohen
et al., 2010). Many of these approaches rely on experimental data
and cannot be used in the general case.

Carbonate formations contain around 50% of recoverable oil and
gas reserves (Al-Shargabi et al., 2023). There are multiple studies
based on the carbonate acidizing modelling. Majority of carbonate
formations are strongly heterogeneous. They are often considered
as a layered formationwith differentmechanical properties, such as
permeability, porosity, lithology, and reservoir pressure. The suc-
cessful design and analysis of matrix acidizing treatments in the
layered formations depends on the following two major
components:

1. The acid-rock interaction modeling at different scales. This
component has been receiving significant attention in research
due to ability to validate theories bymeans of precise laboratory
tests (Akanni and Nasr-El-Din, 2015; Ali and Nasr-El-Din, 2018;
Jia et al., 2021; Schwalbert et al., 2017; Turegeldieva et al., 2016;
Yuan and Qin, 2020).

2. Understanding of the injected fluid distribution between het-
erogeneous reservoir layers. Usually, this understanding gets
complicated by large uncertainty of reservoir properties and
mismatch between the log-derived properties and actual
properties of layers, when the injection is performed.

The largest error during analysis of matrix acidizing treatments
comes from the second component, i.e., incorrect assumptions of
reservoir properties and injectivity profile, rather than from acid-
rock interaction models. There are several papers that discuss
possible stimulation scenarios for multilayered rock structures (Al-
Tamimi and El-Mzien, 1987; Nú~nez et al., 2009; Panjalizadeh et al.,
2021; Pongratz et al., 2005; Ramondenc et al., 2013). However, only
few of them present any reliable mathematical model.

From the review above, it becomes clear that matrix treatment
is a complex process that includes:

1. Fluid injection into the wellbore, which is then filtered in mul-
tiple zones of reservoir rock near the wellbore with different
filtration and lithological properties;

2. Chemical interactions of acids with the rock resulting in
wormhole initiation and growth;

3. Redirection of flow between zones when the diverter is injected.
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Transient pressure models can monitor the evolution of the skin
factor during the injection job. Wormhole models can describe the
interactions of acid with rock. To the best of our knowledge, there is
no model that combines both the physical and chemical compo-
nents of matrix treatment and can simultaneously describe this
process for the multi-zone structure of the formation. In addition, it
is still necessary to develop a model that can predict fluid distri-
bution between zones and estimate the skin factor in each zone in
real time using field data such as pressure and total flowrate pro-
files. Our study is bridging this gap by improving analysis of the
dynamic fluid distribution during matrix treatments in real time.
Therefore, our goal here is to create a simulator that would run fast
enough for any type of well injection treatment, including acidiz-
ing. To achieve this goal, we simplify the physics of acid-rock in-
teractions to a certain extent, which we believe is not the major
source of analysis inaccuracy in the field today. As a result, in this
work, we obtain themodel that (i) is expected to represent the fluid
distribution during matrix acidizing treatments more realistically
compared to the models built only on logs and lacking the actual
treating pressure as an input, and (ii) fast enough to be applied for
the real-time fluid distribution analysis.

The approach we develop in this paper is referred to as the in-
verse problem. Both the total injection rate and bottomhole pres-
sure are taken as an input, and rock properties (e.g., skin factor) are
determined as a solution. Hence, even if the filtration problem re-
mains linear, we now deal with solving non-linear equations. A
reliable and computationally efficient method is required to accu-
rately determine the root. Typical problems which arise during the
root-searching process include poor convergence, possiblemultiple
roots, and existence of stationary points. The Newton-Raphson
method and its modification, the Muller method (Muller, 1956),
are considered the most robust for solving non-linear equations.
Their root-searching process is iterative, fast, and simple, but the
success heavily depends on the initial root approximation. On the
contrary, it is also possible to use hybrid methods (Brent, 1971;
Chandrupatla, 1997; Ridders, 1979), which are independent of the
initial approximation, but use the bracketing technique. In the
context of our problem, it is necessary to determine both the initial
approximation and brackets near the root with sufficient reliability.
Testing effectiveness of various methods in solving the inverse
filtration problem is another important goal of this work.

The paper has the following structure. In the second section, we
build a mathematical model of fluid filtration in a multilayered
formation. The model couples fluid filtration with the growth of
wormholes in zones caused by the reaction of injected acids with
rock. In the context of the model description, we describe the
procedure of inverse problem solution, which allows to calculate
time changes of rock properties, skin factor and flow rates in all
zones. In the third section, we describe the development of nu-
merical simulator and evaluate its sensitivity to various parameters
and computational speed for several field cases. In the fourth sec-
tion, we present the verification results that were obtained after
comparing the simulator with some analytical solutions and an
industrial solver. The fifth section presents the full cycle of inter-
pretation of field cases. It includes description of the input data,
their preprocessing and output results. This section also shows a
comparison of the results with production logging tool (PLT) data
and estimates economic efficiency of the treatment carried out. The
paper wraps up with the discussion of possible improvements of
the model in future, and list of main conclusions. Important
mathematical derivations used in the verification section are pre-
sented in detail in Appendices A and B.



Fig. 1. Filtration of fluid from the wellbore into the multizonal heterogeneous reservoir
(with zone permeabilities K2[K1 >K3, and zone skin factors denoted by s) for two
arbitrary injection scenarios (a) and (b). Injection scenario is characterized by injection
rate, injected fluid type, and volume. Fluid is pumped at total rate Q , and this total rate
is distributed into zonal volumetric rates q1, q2, q3 differently for different injection
scenarios. (c) Zonal rates change in time for two different injection scenarios. Orange
font describes the evolution of the fluid flow rate in time for the injection scenario (a);
blue font describes the evolution of the fluid flow rate in time for the injection scenario
(b).
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2. The model

2.1. Problem statement

We consider a matrix treatment job fulfilled in an isolated sec-
tion of a wellbore. The treated wellbore segment is contacted byM
horizontal rock layers (zones) with different hydro-mechanical
properties. During fluid injection into a wellbore, the injected
fluid penetrates all crossed layers with different velocity and
volumetric rates qn and results in building different skin factors Sn
(Fig. 1(a) and (b)). The skin factor and flow rate both change over
the injection time in each zone, as (Fig. 1, (c)) indicates.

The zones are typically specified by their top and bottom
boundaries, and hence, their thickness hðmÞ, and estimated
permeability kðmÞ (m ¼ 1;M). Hereafter,m is the index of a reservoir
zone. These estimates may be far inaccurate but serve as initial
guess of zone property characterization. Other properties required
by models are porosity 4ðmÞ and compressibility cðmÞ are often
either reported or calculated using engineering correlations. The
viscosity of injected fluids m is another important factor, that
heavily influences the calculations. The injection rate and down-
hole pressure transients during treatment jobs are often properly
recorded with sufficiently fine timestep (typically, 1 s). Both injec-
tion rate and pressure can vary but must stay positive during the
whole treatment job. If by any chance, the recorded values change
the sign or show zero values, they must be excluded from the
interpretation problem, as occurred due to irrelevant effects, e.g.,
wellbore section isolation losses, or other failures during the job or
measurements.

The total injected fluid volume can be unequally distributed
among all zones contacting the treating wellbore section (Fig. 1(a)
and (b)). Thewellbore pressure is uniform across all zones. Solution
of the filtration problem gives the volumetric distribution of flow
rates qðmÞðtÞ and injected fluid volumes V ðmÞðtÞ during and at the
end of the job, so that

pwf ðtiÞ ¼ pðmÞðtiÞ

QðtiÞ ¼
XM
m¼1

qðmÞðtiÞ

VðtÞ ¼
ðt
0

Qðt0 Þdt 0 ¼
XM
m¼1

V ðmÞðtÞ

(1)

It is important to underline that here and after flow rates and
volumes are specific values and are normalized on the zonal width.
The physical dimensions of flow rates and injected fluid volumes

are m2

s andm2 respectively. The injection treatment is also related to
changes of hydro-mechanical properties of treated rock layers, for
instance, increase of permeability of near wellbore rock because of
acidizing, or plugging because of diverter fluid injection. The so-
lution of inverse problem must evaluate the transient change of
zone properties during the treatment, which complies with known
variations of total injection rate and wellbore pressure. The change
of permeable properties near wellbore can be accounted for by
means of the skin factor. The solution must couple the injection
rate, wellbore pressure, transient changes of zone properties during
the treatment, and a picture of total injected volume partitioning
between zones. For constructing the model, we assume that

� The injected fluids are low compressible
� The wellbore walls are stiff, so all fluids injected to a wellbore
immediately penetrate the formation

� Two-dimensional radial flow within each zone
3590
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� Piston-like displacement of reservoir fluid by injected fluids
within each zone

Given these assumptions, filtration of injected fluids from a
wellbore to the m-th zone can be described by the following linear
pressure diffusion equation (Barenblatt et al., 1972):

vpðmÞ

vt
¼DðmÞ

r
vpðmÞ

vr

 
r
vpðmÞ

vr

!
(2)

where DðmÞ is the diffusion coefficient ofm-th zone, pðmÞ is the fluid
pressure in the m-th zone.

DðmÞ ¼ kðmÞ

4ðmÞcðmÞ
t m

(3)

where kðmÞ is the zone permeability, 4ðmÞ is the zone porosity, cðmÞ
t is

the total zone compressibility, and m is the injected fluid viscosity.
Eq. (2) is supplemented by two boundary conditions. The first one is
the prescribed flow at the inlet of the well:

vpðmÞ

vr

����
r¼Rw

¼ � qðmÞm
2pkðmÞRwhðmÞ (4)

Here qðmÞ is the fluid injection rate tom-th zone, Rw is the wellbore
radius, hðmÞ is the zone height. We suppose that for acidizing
problems reservoir boundaries do not affect the process. At the
infinite distance from a wellbore, we get the second boundary
condition:

pðmÞ
���
r/∞

¼0 (5)
2.2. The solution of multilayer filtration problem

The solution of a radial filtration problem is well known
(Matthews and Russell, 1967). It is often expressed in terms of the
logarithmic law of pressure change in a wellbore at a constant in-
jection rate. For matrix treatment, however, this solution is not
always applicable, since the dimensionless time in low permeable
zones can be small. The widely used logarithmic approximation
does not hold in them. To account for both early and large time
asymptotes of this solution, we introduce the following more ac-
curate analytical approximation of a bottomhole pressure for con-
stant injection rate conditions (see Appendix A: Improved
approximation for transient radial flow for derivation).

pwf

�
TðmÞ
D

�
¼ PðmÞ

sc

ffiffiffiffiffiffiffiffiffiffiffiffiffi
BTðmÞ

D

q K0

� ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
.
BTðmÞ

D

r �
K1

� ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
.
BTðmÞ

D

r � (6)

where pwf is the wellbore pressure, PðmÞ
sc ¼ qðmÞm=½2pkðmÞhðmÞ� is the

typical scale of wellbore pressure increment, TðmÞ
D ¼ tDðmÞ=R2w is the

dimensionless diffusivity time and B ¼ 1:38 is the approximation
constant, K0ð�Þ and K1ð�Þ are the zero-order and first-order modi-
fied Bessel functions of the second kind, respectively. According to
Eq. (A.8), the dimensionless time depends on the diffusion coeffi-
cient, and thus, is different in zones. To predict the skin factor
accumulation in zones during the treatment, we change Eq. (6) by

using the effective wellbore radius R0ðmÞ
w ¼ Rwe�SðmÞ

and thus,
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T 0ðmÞ
D ¼ TDe2S

ðmÞ
, and have

pwf

�
TðmÞ
D ; SðmÞ

�
¼ PðmÞ

sc

ffiffiffiffiffiffiffiffiffiffiffiffiffi
BTðmÞ

D

q K0

�
e�SðmÞ

� ffiffiffiffiffiffiffiffiffiffiffiffi
BTðmÞ

D

q �
K1

�
e�SðmÞ

� ffiffiffiffiffiffiffiffiffiffiffiffi
BTðmÞ

D

q �
¼ qðmÞpðmÞ

u

�
TðmÞ
D ; SðmÞ

� (7)

where we omitted dash in the dimensionless time, pðmÞ
u is the unit

rate pressure function, qðmÞ is the fluid flow rate to the m-th zone,
SðmÞ is the skin factor in the m-th zone. Eq. (7) is valid only if both
pressure, injection rate and skin factor are constant. During the
matrix treatment job, these parameters may substantially change,
so we apply the superposition principle to Eq. (7) (Matthews and
Russell, 1967):

pwf

�
TðmÞ
Dn

; SðmÞ
n

�
¼ qðmÞ

n pðmÞ
u

�
TðmÞ
Dn

� TðmÞ
Dn�1

; SðmÞ
n

�
þ
Xn�1

i¼1

qðmÞ
i

h
pðmÞ
u

�
TðmÞ
Dn

� TðmÞ
Di�1

; SðmÞ
n

�
� pðmÞ

u

�
TðmÞ
Dn

� TðmÞ
Di

; SðmÞ
n

�i
(8)

where subscript n denotes n-th time step. The first term in the
right-hand side of Eq. (8) is the contribution of fluid injection at the
last timestep, while the second term is the sum of contributions
from all previous time steps. Every n-th time step, this equation

must be solved for the unknown zonal flow rates qðmÞ
n and skins SðmÞ

n
given the flow rates found at all n� 1 previous timesteps. That
means that we must solve the following coupled equations for the
pressure-rate coupling in each zone and the total injection rate:8>>>>>>>>><>>>>>>>>>:

pwf

�
TðmÞ
Dn

;SðmÞ
n

�
¼qðmÞ

1 pðmÞ
u

�
TðmÞ
Dn

�TðmÞ
D1

;SðmÞ
n

�
þ
Xn
i¼2

h
qðmÞ
i pðmÞ

u

�
TðmÞ
Dn

�TðmÞ
Di

;SðmÞ
n

�
�qðmÞ

i�1p
ðmÞ
u

�
TðmÞ
Dn

�TðmÞ
Di�1

;SðmÞ
n

�i

Qn¼
XM
m¼1

qðmÞ
n

(9)

2.3. Coupled problem solution

Eq. (9) consists ofM þ 1 equations written for 2M unknowns. To
solve it, we add the following M equations for M variable skin

factors SðmÞ
n in each zone:

SðmÞ
n ¼ SðmÞ

n�1 þ ðtn � tn�1ÞbSnUðmÞ
S;n (10)

where bSn is the uniform skin multiplier, UðmÞ
S;n is the normalized skin

velocity, which defines relationship between the skin and proper-
ties of the m-th zone. This function is different in zones and allows
to calculate the exact value of the skin factor change as a function of
flow rate, lithological characteristics, temperature, and acid prop-
erties. Supplementing Eq. (9) with Eq. (10), we get a total of 2M þ 1

equations for 2M þ 1 variables (qðmÞ; SðmÞ and bS). The final system of
Eqs. (9) and (10) has a unique solution.

To finalize the solution of the problem for complex multi-zonal

structure, we derive a suitable analytical model for UðmÞ
S;n in Eq. (10).

This function needs to describe mechanical-chemical interaction
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between the injected fluid and reservoir rock and may depend on
various parameters, such as

� Type of injected fluid (e.g., acid, diverter)
� Lithological composition of a reservoir
� Flow rate of fluid in each zone
� Temperature of an injected fluid

To derive the model of skin change, we investigate two cases. In
the first one, we examine the interaction of ordinary hydrochloric
acid (HCl) of a fixed concentration of 15% and constant properties
that do not depend on pressure and temperature in the reservoir. In
the second case, we assume that a diverter agent is injected instead
of acid for a limited amount of time during the treatment job. The
reservoir formation consists of two main types of minerals: lime-
stone and dolomite. Other minerals are considered insoluble, so
they do not affect the reaction.

To derive an analytical solution for the normalized skin velocity

UðmÞ
S;n , it is important to couple the skin and length of the generated

wormhole. This can be done using the model proposed by Fredd
(2000). Fredd connected the rate of wormhole growth with the
acid dissolution rate as

dLwh
dt

¼ rAt
MWA
rA

ctlBT (11)

where rAt is the rate of acid consumption at the tip,MWA and rA are
the molecular weight and density of the acid respectively, ct is the
volumetric dissolving power at the tip, and lBT is the structure ef-
ficiency parameter. The last parameter accounts for the effects of
dissolution structure and equals to one for optimal acidizing job.
Lund et al. have measured the rate of acid consumption for both
HCl-dolomite (1973) and HCl-limestone reactions (1975) and
arrived at

�rAt ¼ E0f exp
�
� DE
R T

�
Ca
A (12)

where a, E0f , DE, R are the order of reaction, reaction rate constant,
activation energy, and gas constant, respectively, CA and T are the
acid concentration and temperature in Kelvin at the reaction sur-
face, respectively. Eq. (12) is suitable for both HCl-dolomite and
HCl-limestone reactions, for which the constants are different. For
HCl-dolomite reaction, both order of reaction and reaction rate
constant are temperature-dependent. These constants as well as
molecular weights and densities of minerals are given in Table 1
and Eqs. (13) and (14) (Economides and Nolte, 2000).

A1 ¼
6:18 � 10�4T

1� 2 � 10�3T
(13)

A2 ¼
9:4,1011

1000a
(14)

Even though the equations for the reaction of acid with lime-
stone and dolomite have the same form, the fundamental
Table 1
Constants used for describing acid-rock reaction model. Sign * denotes the dimen-

sion of reaction rate constant, which is ðkg� mol HClÞ=
h
m2 � s

�kg �mol HCl
m3

�ai
.

Mineral\Parameter a E0*

f
DE=R;K MWM rM;g=cm3

Limestone 0.63 7:291*107 7:55*103 100:1 2:71
Dolomite A1 A2 11:32*103 156:3 2:88
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difference lies in the value of a. It is a temperature-dependent
function for dolomite and is equal to 0.63 for T � 335K � 62+C.
Using Eqs. (12)e(14), Table 1 and taking a ¼ 0:63 in both cases, it is
feasible to write

�rLime
At ¼7:291 � 107 exp

 
� 7550
T þ T L

0

!
C0:63
A (15)

�rDoloAt ¼1:211 � 1010 exp

 
� 11320
T þ T D

0

!
C0:63
A (16)

where rLime
At and rDoloAt are the rates of acid consumption after re-

actions with the limestone and dolomite, respectively; T L
0 T D

0 are
the temperature corrections for HCl-limestone and HCl-dolomite
reactions. We introduce the constants TL

0 and TD0 to deviate the
order of reactions from the value 0.63 to more correct values. So,
Eqs. (15) and (16) shall be used instead of Eq. (12) to mitigate
possible errors.

The volumetric dissolving power ct expresses the volume of
rock dissolved per volume of acid reacted. For 15% HCl, it can be
evaluated as (Economides and Nolte, 2000)

ct ¼0:15nM
MWMrA
MWArM

(17)

where nM is the ratio of stoichiometric coefficients, MWM and rM
are the molecular weight and density of the minerals, respectively.
The stoichiometric coefficients describe the amount of acid
required to dissolve a given amount of mineral and can be obtained
from the following chemical reaction equations for acid with
limestone and dolomite, respectively (Lund et al., 1973, 1975):

2HClþCaCO3 /CaCl2 þCO2 þH2O (18)

4HClþCaMgðCO3Þ2 /CaCl2 þMgCl2 þ2CO2 þ 2H2O (19)

From these reactions, one can get that nLime ¼ 0:5 and nDolo ¼
0:25. Combining Eqs. (12)e(19) and data from Table 1, we obtain
the following equations for the wormhole growth rate in pure
limestone and dolomite fractions:

dLLime
wh
dt

¼2:02 � 108 exp

 
� 7550
T þ T L

0

!
C0:63
A (20)

dLDolowh
dt

¼2:42 � 1011 exp

 
� 11320
T þ T D

0

!
C0:63
A (21)

Generally, the wormhole growth rate is found as the super-
position of Eqs. (20) and (21) and written as

dLwh
dt

¼108
"
2:02CLime exp

 
� 7550
T þ T L

0

!

þ2420CDolo exp

 
� 11320
T þ T D

0

!#
C0:63
A

(22)

where CLime and CDolo are partial concentrations of limestone and
dolomite formations in the reservoir rock. Eq. (22) fully describes
the rate of wormhole development when 15% HCl acid is injected
into the rock. This, however, does not give a complete under-
standing of how the skin factor changes in zones. In this paper, we
suggest that the rate of skin change in each m-th zone depends on
two parameters: the local flow rate in that zone qðmÞ and the rate of
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wormhole growth dLðmÞ
wh =dt as follows:

dSðmÞ

dt
¼ qðmÞg

 
dLðmÞ

wh
dt

!b

(23)

Eq. (23) means that the skin development in a zone depends on
two factors: howmuch fluid is injected and how fast the wormhole
grows. The unknown constants g and b can be found from exper-
iments or comparison with other industrial solvers, and they are
different for different injected fluids. In this paper we focus only on
interaction of 15% HCl acid with limestone and dolomite rock, so we
conducted g; b;T L

0 and T D
0 for these reactions only. If during

matrix treatment another acid or HCl with different concentration
is used, these constants need to be recalculated. In Section 4.3, we
compare this model with an industrial solver and find the unknown

constants g and b. To define the skin velocity UðmÞ
S;n , we normalize Eq.

(23) as

UðmÞ
S;n ¼

dSðmÞ
.
dt

max
m

�
dSðmÞ

.
dt
� (24)

In the zone with the biggest skin change, we setup the
normalize skin velocity equal to 1. In all other zones the value will
be less, but always greater than zero. Eqs. (9), (10) and (24) fully
define the mathematical problem to solve. The solution of these
equations gives the unknown distribution of the skin factor in each
zone over the treatment, as well as zonal flow rates and volumes.
2.4. Forward and inverse problems

The forward modeling is widely used approach (Cohen et al.,
2010; Parn-anurak and Engler, 2005; Tardy et al., 2007). It re-
quires full determination of all rock properties and laws of inter-
action of rock with active or reactive fluids during the injection job.
Typically, suchmodels accept the injection rate as a given boundary
condition and solve for the wellbore pressure changes. At the stage
of treatment job interpretation, the computed wellbore pressure
must be additionally history matched to the recorded pressure to
make sure that the model correctly predicts changes of rock
properties. Typically, the matching is not part of the model. Alter-
natively, the wellbore pressure can be specified as a boundary
condition at the wellbore walls. Then, the flow rate is to be
computed given rock properties at every moment of time. In this
paper we fix skin multiplier for an arbitrary period and assume that
pressure is not recorded. This allows us to solve forward problem
and calculate pressure for prescribed skin factor.

The other approach is the inverse modeling, where both well-
bore pressure and injection rate are taken as an input to the model
(Paccaloni, 1979; Prouvost and Economides,1987,1989). Themodel,
then, solves for the change of rock properties in time. Typically,
solving an inverse problem leads to the system of equations with
implicit solution, because the explicit solution cannot be written.
Different numerical algorithms based on gradient descent are used
to calculate approximate solution of the inverse problem. Due to
many uncertainties and general complexity, this approach is not as
popular in literature, as forward models. In this work, we employ
the special numerical algorithm to solve an inverse problem given
by Eqs. (9), (10) and (24).
3. Numerical solution

The mathematical model described above requires solving Eqs.
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(9) and (10) numerically. For numerical solution, we propose the
algorithm shown in Fig. 2. First, we read the input data recorded
after the matrix treatment job. The data include measurements of
bottomhole pressure, injection rate, as well as hydrodynamical and
geometrical properties of zones (e.g., permeability, porosity,
compressibility, lithological composition, and height). Then, as a
preprocessing stage, we filter the field data records out to exclude
possible acoustic noises. The acoustic pressure signals are not part
of the fluid filtration model and hence, spoil correctness of the fluid
filtration interpretation. After the preprocessing, we use the filtered
data to solve the inverse problem (Eq. (9) and (10)). Taking the
normalized skin velocity as a function of lithology and zone height

from Eq. (24), we find the unknown skin multiplier bSn numerically.
After that, we calculate the skin factor and flow rates in each zone
using Eqs. (9) and (10). The volumes of fluid injected into each zone
V ðmÞðtÞ are then calculated from Eq. (1), right. The radial depth of
fluid filtration into each zone is then found using the following
relation:

L ðmÞ ¼ V ðmÞ

4ðmÞhðmÞ (25)

After all the treatment data are calculated, the results are dis-
played in the form of graphs.

If diverter fluids were injected during the job, it is possible to
estimate its efficiency. For that, the following procedure is invented.
First, we select the time span with diverter fluid injection. During
this time span, we artificially replace the injected diverter fluid
with a non-reactive fluid (e.g., water). By that, we zero the skin
multiplier within this time span if the skin factor should not
change. Second, we take the obtained modified profile of the skin
multiplier as an input, and pretending that the bottomhole pres-
sure is unknown, we solve the forward problem using Eqs. (9), (10)
and (24). Hence, the results of such forward modeling will repre-
sent the wellbore pressure and zonal flow rates without use of
diverter fluids. Comparing the solutions of the inverse and forward
problems, we estimate the effect brought by the diverter fluid
injection.

The key element of the described algorithm is the choice of the
appropriate numerical solver for the inverse problem. We test
several well-known numerical methods for finding a solution of
nonlinear equations (Eq. (9), (10), and (24)). The numerical solver is
found to be stable with fast runtime and high accuracy. The details
of this study are presented below in Section 3.3. Similarly, a forward
problem can be solved almost instantly, and the results obtained in
these models are consistent with each other. Below, we verify
sensitivity of the solver to several important factors that may
change in the treatments, for example, input data provided by
engineers (reservoir properties and bottomhole measurements)
and time step of integration, typically defined by measurement
time sequence.

3.1. Sensitivity to initial conditions

First, we investigate sensitivity of the solution to prescribed
initial reservoir conditions. For this study, we consider a two-zone
casewith synthetic data.We vary initial parameters of the reservoir
and estimate its effect on the final skin and zonal fluid distributions.
Initially, as a base case, both zones have identical permeability,
porosity and lithology that consists of 50% limestone and 50%
dolomite. Then, in the second zone, one of reservoir properties has
been first incremented to the higher value (case 1), and then
decremented to the lower value (case 2). In the first zone, the
reservoir properties remain constant and equal to base case values.
While changing lithological properties, we assume the second zone



Fig. 2. Scheme of numerical algorithm.
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to consist of pure dolomite in case 1 and of pure limestone in case 2,
while the first zone is unchanged. We have also similarly changed
the viscosity of injected fluid, which penetrate both zones. The
values of fluid viscosity and reservoir properties chosen in the
study are given in Table 2. The results of the sensitivity study are
presented in Fig. 3.

Changes in rock permeability and porosity affect both fluid
filtration rates and skin in both zones. These changes reduced dif-
ference in the flow rates after the diverter injection (Fig. 3(a)e(d)).
On the contrary, the lithology of zones amplifies the difference in
zone flow rates and skin during the diversion and post-diversion
periods (Fig. 3(e) and (f)). The injected fluid viscosity does not
show any significant effect on the filtration rate into each zone, but
heavily changes the skin factor (Fig. 3(g) and (h)).

3.2. Sensitivity to time step

As stated before, our model uses recorded data of pressure and
injection rate as part of necessary input data. These profiles are
measured in fields with prescribed time step. High number of
measured points can result in strongly noisy data, while low
number of measured points always results in poor resolution of the
solution. In general, the inversion algorithm is sensitive to the size
of time step and the result can vary significantly. To understand
whether our algorithm stability and results depend on it, we
calculate the multi-zone case for different number of timesteps.
The general information about the observed case is presented in
Fig. 4.

The rock consists of pure limestone with variable permeability
in all zones. Porosity and compressibility in all zones are the same.
Pressure spike from 34-th to 37-th minute represent the injected
diverter. Dots show data points which are selected to solve the
problem and generally they specify the value of timestep. For a
more precise study, we use several sets of these points differing in
number. We vary the number of points from 25 to 300, since for
most matrix treatment jobs the values from this interval are
enough to get an accurate result that will not be affected by either
Table 2
Parameters for the sensitivity study.

Parameter Base value Incremen

Permeability 10 20
Porosity 0.1 0.2
Viscosity 1 10
Dolomite content 50 100
Limestone content 50 100
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noise or lack of data. Corresponding results are presented in Fig. 5.
For a more convenient perception of the effect, only three profiles
are presented in the left plot.

Sensitivity of the result to change in the number of time steps is
minimal. The mean error is calculated relative to the case with 300
data points. The difference between profiles increases as the
number of time steps decreases, but the mean error does not sur-
pass 4%. Prior to the diversion period, the discrepancy is less than
1% and it increases only after injection of a diverter. Starting from
minute 40, the difference between 50 and 300 data points is about
7% while between 150 and 300 data points it is less than 2%. In
general, the result does not heavily depend on the number of
timesteps, and all profiles are similar.

It is important to show that our algorithm does not heavily
depend on the number of timesteps. There are, however, few other
parameters that affect stability of the algorithm. Beside the size of
time step, the initial number of zones can be a reason for possible
errors. In our case, the number of zones increases dimensionality of
the problem, which results in more unknown parameters. Eq. (9)
reduces to finding a single parameter (skin multiplier) in the first
place and calculating the remaining necessary quantities in the
second place. Therefore, for any number of zones the given problem
always has only one correct solution. The number of zones affects
the calculation time, which is studied in Section 3.4.

3.3. Algorithms of nonlinear equation root search

Choosing a numerical method is an essential element in tackling
the inverse problem. Different methods can be employed to
determine the roots of a nonlinear equation, though not all of them
are suitable for all scenarios. We compare three established ap-
proaches: the Newton-Raphson method, the Muller method, and
the Brent method. One of the simplest and successful solutions for
locating roots of a non-linear equation is the secant method. It uses
a succession of secant lines to estimate the root of a desired
equation. The Newton-Raphson method is a generalization of the
secant method, that uses function derivatives instead of secant
ted value Decremented value Units

5 mD
0.05
0.1 cp
0 %
0 %



Fig. 3. Sensitivity analysis of calculation results to changes in permeability (a, b), porosity (c, d), lithology (e, f) and viscosity (g, h). The target parameter is increased in case 1 and
decreased in case 2 for zone 2 only. In zone 1, the target parameter does not change. Dashed gray borders represent the beginning (left line) and end (right line) of diverter injection.
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lines. This approach builds a series of tangent lines converging to
the function root. The Muller method is known as a quasi-Newton
method, where parabolas are built instead of tangent lines. It is
slower compared to the Newton-Raphson method; however it has
the advantage of being able to search for complex roots. The Brent
technique is a combination of secant and bisection approaches.

These three methods are used to solve coupled Eqs. (9), (10) and
(24) for the skin multiplier. All other variables are either known
from the previous timestep or can be expressed via the skin
multiplier. This allows us to convert this system of equations to one

equation: FnðbSnÞ ¼ 0: The function Fn depends on history of the
process and, thus, time. In Fig. 6, we illustrate the dependency of
function Fn on the skinmultiplier at the first timestep (Fig. 6(a)) and
later timesteps (Fig. 6(b)).

At the first iteration due to big influence of transient effects, the
absolute value of skin multiplier is far from zero. On further
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iterations, the skin multiplier value is usually close to zero. If the
diverter fluid is injected at some time, the skin multiplier again
becomes rather high due to the flow redistribution between zones.
Even though in the right plot of Fig. 6, the function begins to grow
starting from some skin multiplier value, it will never turn to zero
second time, which guarantees the uniqueness of the problem’s

solution. We can conclude that the investigated function FnðbSnÞ has
only one zero and has no discontinuities. Also, it is possible to use
the bracketing which is necessary for several numerical methods.

We use the same field case from Section 3.2, shown in Fig. 4, to
investigate application of numerical root-searching methods to our
problem. In this study, however, we use both single zone andmulti-
zonal cases to see whether the complexity of initial equation sys-
tem restricts the appliance of numerical methods. The single-zone
case consists of one zone with the following height and
permeability:



Fig. 4. General description of the studied multizonal case: (a) connection of permeability, porosity, and compressibility with measured depth; (b) schedule of injection treatment,
that consists of pressure (orange) and rate (blue) lines. Dots show points used for calculation which are selected to eliminate noise from data.

Fig. 5. Sensitivity analysis of the calculation results to number of timesteps in matrix treatment job for multi-zone case: (a) flow rate in arbitrary zone; (b) mean error of flow rate
for different number of timesteps.

Fig. 6. Behaviour of the studied function depending on the skin multiplier: (a) function values for the first iteration, (b) the typical function behavior for any other iteration.
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8>>>>>>>>>><>>>>>>>>>>:

kð1zÞ ¼

PN
m¼1

kðmÞhðmÞ

PN
m¼1

hðmÞ

hð1zÞ ¼
XN
m¼1

hðmÞ

(26)

where kð1zÞ and hð1zÞ are the permeability and height of the
resulting zone; kðmÞ and hðmÞ are the permeability and height of
corresponding zones in a multi-zonal case. We test three numerical
methods: Newton-Raphson, Muller, and Brent methods, using both
single-zone and multi-zone cases, except for the Muller method,
which is not applied to the multi-zone case. The major drawback of
the Muller method is that it generates complex values during the
root-searching process even for real values of a skin multiplier.
Fig. 7 shows the resulting skin factor calculated from the skin
multiplier. For multiple zones (Fig. 7(b)) we plot the results for the
zone with the largest absolute skin (i.e., high permeable zone).

All methods for both single-zone and multi-zonal case provide
the same results. The difference in the obtained skin factor does not
surpass 0.5%. The diverter injection period is between 34 and
37 min. It is characterized by sharp peak of skin factor value and all
three methods describe this period in the same way. The conver-
gence of the Newton-Raphsonmethod is a bit faster than that of the
Brent’s method. Also, the Newton-Raphson method does not
require bracketing of the root, which makes it more attractive. In
the future studies, we will use this method for all calculations.
Fig. 8. Calculation time for 4 different cases. Case 1 consists of 8 zones, case 2 consists
of 9 zones, case 3 consists of 13 zones, case 4 consists of 58 zones.
3.4. Computational speed

Inverse problem solution may not only be difficult, but also take
a long time. The search of the equation root may take several
hundred iterations at each time step, so with many timesteps the
algorithm can take a long time to find accurate solution. In addition,
the zone structure can be complex, so that the number of un-
knowns and equations greatly increases.

Considering possible delays with convergence, it was decided to
implement the algorithm in Cþþ to use maximum CPU perfor-
mance and speed up calculations. Four multizonal cases were taken
here to investigate the dependency of the number of time intervals
on the total computational time of the inverse problem solution.
The maximum number of time intervals was set to 500, since the
job usually lasts no more than a few hours. The time consumed by
the numerical solver exceeds 5 s only for the fourth case if the
number of time intervals was 500. Taking in account the results
obtained in Section 3.2, we find that the optimal number of time-
steps ranges from 50 to 100 points. This optimum is found with the
Fig. 7. Comparison of numerical methods for the single-zone case (a) and multi-zone case (
multi-zone case is taken for the zone with the largest absolute skin factor.
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criterion of the error not exceeding 2% and computational time not
exceeding 1 s. The results provided in Fig. 8.

4. Verification

4.1. Reciprocity of forward and inverse models

There are several ways to verify correctness of the inverse
problem solution. The first and simplest method is to use inverse
problem solution as input to the forward problem. If, after solving
the latter, a profile of the source data is obtained, then it confirms
that the solution of the inverse problem does not contain inaccur-
acies. The verification is carried out using the following algorithm:

1. Take initial input data, which include the profile of a bottomhole
pressure

2. Solve the inverse problem and get time-dependent solution for
skin multiplier, skin factor, and flow rate distributions

3. Use the inverse problem solution as an input for the forward
problem, and solve it for the bottomhole pressure

4. Compare the original and final pressure profiles

The results of reciprocity of forward and inverse models are
presented in Fig. 9 for the single andmultiple zones cases. The error
in pressure profile reproduction is less than 0.05% for both cases,
which means excellent reproducibility of the solution.

4.2. Comparison with exact solution of forward problem

Another way to check correctness of a numerical solution is to
b) in terms of skin factor dependency over time. The resulting skin factor profile in the



Fig. 9. Reciprocity of inverse and forward solution. Initial bottomhole pressure (orange line) compared with calculated pressure after inverse and forward modelling (blue line) for
single-zone (a) and multi-zone (b) cases.
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compare it with the exact analytical solution of the problem. We
obtain the analytical solution for a single zone problem, described
in Appendix B. For verification, we use the same single-zone case as
in section 3.2 and recorded rate data from Fig. 4, bottom. In this
case, comparison is possible only for solution of forward problem.
To obtain this solution from equation system (Eq. (9)), it is neces-
sary to use prescribed skin factor profile. Here we use four different
skin factor profiles, two of which are simple constant skin factors,
while two others are more complex (stepwise and harmonical
change). The bottomhole pressure calculated for four different skin
factor profiles are presented in Fig. 10.

For all skin factor values two calculated pressure profiles are
very similar. If there is no skin, both algorithm and analytical so-
lution provide the same result (Fig. 10(a)). For small constant skin
factor, the results are similar with sufficiently small discrepancy
(Fig. 10(b)). If the skin factor profile is more complex, like stepwise
(Fig. 10(c)) or harmonical (Fig. 10(d)) the discrepancy is larger
nearby fast pressure variations (peaks or dips), but profiles still look
qualitatively similar.

4.3. Comparison with an industrial simulator

4.3.1. Reference solution
Quantitative modeling of the matrix acidizing in carbonates has

been following the advancements in theories describing of car-
bonate rock and acid interaction. By late 1980s, the sandstone
acidizing theories were more abundant and better studied in detail
Fig. 10. Comparison of algorithm solution with analytical solution. Orange line is the bottom
the analytical solution given in Appendix B. Red dotted line is the prescribed skin factor pr
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than carbonate acidizing, this fact is explained by the surface re-
action rate limited nature of sandstone acidizing treatments
resulting in easier-to-model, relatively stable displacement front
(Daccord et al., 1989). Later, with more attention given to carbonate
acidizing research, several theories for quantitative analysis of acid
rock interaction research were developed, these theories were well
summarized by Fredd and Miller (2000) and Akanni et al. (2017).
Progress in quantitative interpretation of the acidizing process
resulted in introduction of advanced solutions into the industry.
The reference solution (RS) that we use in our work is using algo-
rithms combining wormholing models, laboratory experiments,
and concepts described by Fredd and Fogler (1996, 1998), Panga
et al. (2002, 2004), Tardy et al. (2007), Ziauddin and Bize (2007).
The industry application of these algorithms (at different stages of
their evolution) is well documented in the literature (Abdrazakov
et al., 2019; Bartko et al., 1997; Kalabayev and Kruglov, 2020;
Manakhayev et al., 2018; Ziauddin et al., 2002). As input, the
reference solution takes layer-by-layer reservoir properties
(permeability, porosity, temperature, reservoir pressure, miner-
alogy, initial damage composition and depth) and embedded (lab-
validated) library of acid-rock interaction parameters for different
types of acids. As output, the reference solution produces fluid
distribution, wormhole depths, skin factor evolution and other
parameters along the treated interval of the wellbore, as long as
bottomhole and surface pressures during the injection treatment.
The reference solution is using the embedded library of acid-rock
interaction parameters, but also accepts manual correction of
hole pressure obtained after solving the equation system (Eq. (9)). Blue dashed line is
ofile which is constant (a, b), stepwise (c), and harmonical (d).
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these parameters if the laboratory data differ from the library data.
The reference solution is equipped with algorithms of fluid injec-
tion method processing, e.g., bullheading into thewellbores, or acid
placement with coiled tubing reciprocation. Combination of all
these factors allowed for using the described solution as a reference
for our study.

The comparison with the reference solution is performed using
the following workflow. First, the injection treatment is simulated
using reference solution on a given reservoir model with a given
pumping schedule. The bottomhole treatment pressure evolution
over time produced by the algorithms of the reference solution is
taken as a pressure input for our model. Second, the model sug-
gested in this paper is run using the same reservoir model and
pumping schedule, but the bottomhole treatment pressure is taken
from the output of the reference solution obtained at the previous
step. Finally, the fluid distribution is compared between the refer-
ence solution and our model. Using this approach, we verify our
model, which has simplified acid-rock interaction assumptions,
with more rigorous reference solution. In other words, we are
testing the statement: “given the same reservoir properties, the
same bottomhole pumping schedule (fluid types and rates), and the
same bottomhole pressures throughout the treatment, how
different our model, in terms of fluid redistributionmodelling, from
the reference solution used in industry?”
4.3.2. Two zone cases
The main outcome of comparison with a reference solution

should be the possibility to calibrate unknown coefficients g and b

in Eq. (23). First, we started with simulation of two-zone cases, to
minimize the factor of zone quantity variation, and concentrate on
the reservoir properties variation effect. We run 12 two-zone cases,
the data are presented in Table 3.

Wewant to test possible dependencies of coefficients from three
different parameters: zonal permeability, lithology content and
temperature of acid injected. Each case contains two studies. In the
first study, the 15% HCl is pumped for 10 min, after which the inert
liquid is injected for 2min, and lastly, the acid is pumped for another
10min. The only difference of the second study is that the openpath
sequence (OPS) diverter is injected instead of the inert liquid. The
injection rate was constant (1 bpm) for all cases and studies. To
compare our solution with the reference solution, we calculate the
volumes that are pumped into each zone immediately after pump-
ing first part of the acid. This is because the first stage is the same in
both studies and it is not necessary to take it into account.

Prior to simulations of cases, it is necessary to remove some
coefficients from consideration. In the first study there are only 3
unknown coefficients (T L

0, T
D
0 and g; b ¼ 1 for pure acid injec-

tion), and in the second one, there are 5 in total (additionally, we
Table 3
Input for simulated two zone cases. Each field contains data for zone one and zone two
lithological composition of each zone.

Case/Parameter Zone height, m Permeability, mD

1 10/20 30/30
2 10/20 60/6
3 15/15 30/30
4 15/15 30/30
5 15/15 30/30
6 15/15 30/30
7 10/20 3/3
8 10/20 25/15
9 10/20 30/3
10 10/20 30/3
11 10/20 30/30
12 10/20 30/30
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have g and b for diverter). For the first study, we can calculate
temperature corrections from empirical dependencies for reaction
rates of acid with pure limestone and pure dolomite rocks.

Firstly, we run the first study for all cases. The only reactive fluid
injected is acid, so, we suppose b ¼ 1 since the wormhole growth
model is originally written for pure acid. The comparison of cases is
presented in Fig. 11. Here and in the future results, Discr is short for
discrepancy and means the average difference in injected volumes
calculated for all zones.

The correction temperatures T L
0 and T D

0 are 80 �C and 151 �C,
respectively. The value of parameter g is 0.0707. This batch of co-
efficients was achieved after using theMSEmethod for this study to
account for less than 3% discrepancy in all the cases. A small value
of the parameter g implies that there is a dependency on perme-
ability, but in the case of acid injection it is not dominant. It is
possible to ignore this dependency completely, but the discrepancy
would rise to 5%e7%.

Next, we run the second study for all cases. This is a more
complex situation as the inert liquid injection in the middle of the
job is changed by the diverter. Now, we cannot suppose that b ¼ 1
as using initial wormhole growth model for the diverter is incor-
rect. The comparison of cases is presented in Fig. 12.

The values of parameters g and b for rock-diverter interactions
are 0.5 and 10, respectively. The discrepancy for most of cases is
way larger than in the previous study. In case 2, the algorithm
overestimates the amount of the fluid redirected while in the cases
8, 9, and 10 the algorithm underestimates it. This can be explained
that this model is not initially developed to account for the diverter,
so, there is no general set of parameters, that provides a suitable
discrepancy for all cases. The cases 5, 6, 7, 11, and 12 show that
algorithm has no sensitivity to the diverter, while the reference
solution yields a major fluid redirection between the zones. Case 5
has two zones which are the same, so, the diversion can only occur
due to gravitational forces, which are ignored in our model. Cases 6
to 12 are calculated under reaction temperature of 120 �C. Ac-
cording to the first study, the distribution of fluids does not depend
neither on lithological structure, nor on zone heights. In summary,
on the one hand, there is no possibility to find coefficients that
would correct describe fluid distribution if the diverter is used
during the job. On the other hand, if no diverter is used, the model
is correct, and validation is confirmed by the reference solution.
4.3.3. Multiple zones cases
Two zones study provided us a possibility to estimate the un-

known coefficients using a wide range of cases with different
lithological compositions, permeabilities and heights. However, in
most field cases the zone structure is complex, and the reservoir
characteristics can vary heavily from zone to zone. To further verify
divided with slash. Only limestone (Lime) and dolomite (Dolo) are present in the

Lithology content Temperature, oC (K)

Limestone/Dolomite 70 (343)
Dolomite/Dolomite 70 (343)
Dolomite/Limestone 70 (343)
Limestone/Dolomite 70 (343)
Limestone/Limestone 70 (343)
Limestone/Dolomite 120 (393)
Limestone/Dolomite 120 (393)
Limestone/Limestone 120 (393)
Limestone/Dolomite 120 (393)
Limestone/Limestone 120 (393)
Limestone/Dolomite 120 (393)
70%Limeþ30%Dolo/30%Limeþ70%Dolo 120 (393)



Fig. 11. Comparison of cases in Table 3 within the first study. Gray shading is the result of matrix treatment interpretation algorithm (MaTI); the black contour denotes the reference
solution (RS) result.
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the correctness of skin defining function, we test it on three mul-
tiple zone cases. The brief description of these cases is demon-
strated in Fig. 13.

The first case has two zones with large permeability, which take
most of injected fluid flow, while the rest of the reservoir is far less
permeable. In the other two cases, the permeability distribution is
more uniform. Porosity and compressibility profiles are the same in
all the cases, as they have less influence on the result and are not
studied in detail here. The zones in the second case primarily
consist of dolomite, while in the other two cases the dominant
material is limestone. Taking parameters obtained in the previous
section, we can now run the similar studies. The results are pre-
sented in Fig. 14.

When acid is the only reacting fluid, the algorithm has a very
good convergence with the reference solution for every multizonal
case. The small discrepancy is mainly due to inaccurate calculation
of the fluid volume entering the most permeable zone. If the
diverter is injected, the resulting discrepancy is much bigger. The
algorithm predicts a larger fluid deviation ratio from the most
permeable zones to the least permeable. In the first case, two
middle zones are mostly depleted in favor of all other zones. In the
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second and third cases, a large deviation of fluids is observed from
upper zones to lower ones. As a result, the algorithm provides a
more uniform fluid distribution across all zones than in the refer-
ence solution.

5. Interpretation of field cases

The developed interpreter was field tested on the actual acid-
izing job performed in the Caspian region. The acid treatment was
accompanied by the Production Logging (Mukerji, 2013) before and
after the job, so the actual value of the model-based interpreter can
be clearly seen from this field case.

5.1. Reservoir and well data

The reservoir subjected to acidizing treatment is in the pre-
Caspian basin and represented by the limestone formations
(Table 4).

The reservoir subjected to acid treatment contains natural fis-
sures and fractures. Speaking about upscaling heterogeneities of
fractured carbonate reservoirs to the models with homogeneous



Fig. 12. Comparison of cases in Table 3 within the second study. Gray shading is the result of matrix treatment interpretation algorithm (MaTI); the black contour denotes the
reference solution (RS) result.
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layers, such method may be reliable if the actual injected fluid
penetration distance inside conductive features (fractures, fissures,
vugs) is compared to that in high-permeability rock matrix (with
respect to which upscaling is done). However, in highly conductive
natural fractures mostly free of mineral filling, the fluid can travel
dozens of meters along them. Any attempts to upscale and analyze
such flow as Darcy’s flow in the matrix with so high permeability
may lead to significant errors. For the case considered here, natural
fractures are thin, as confirmed by Formation Micro Imagers (Wang
et al., 2016), have finite conductivity, and filled by secondary
precipitated minerals. Given this fact, after upscaling, this reservoir
can be well approximated by the Darcy’s law.

Considering the above, we created the reservoir’s discrete
layered model for interpretation. The permeability, lithology, and
reservoir pressure distribution for the created model are shown in
Fig. 15(a). Before the acidizing job, the fluid production distribution
was studied by means of production logging tool (PLT), which
estimated actual dynamic production behavior along the wellbore.
The PLT showed that majority of production comes from 4 m in the
upper wellbore interval, while the middle interval, containing
significant hydrocarbon reserves, produces only 25% of hydrocar-
bons (Fig. 15(b)). Stimulation of the middle zone is then one of key
goals of the planned acidizing treatment.

5.2. Acidizing treatment data

As shown above, the wellbore coverage in attempt to deliver
acid to the middle zone, was one of the key goals of the treatment.
Thus, the pumping schedule for the acidizing treatment consisted
of two diverting techniques. First, the inert degradable particles
3601
were used in the beginning of the treatment, to plug the most
permeable naturally fractured zones. Second, three repeating se-
quences of main acid and high viscosity diverting acid were
employed afterwards. The hydrochloric acid-based single-phase
retarded acid (SPRA) was used as a main acid. The viscoelastic
surfactant-based (VES) fluid was used as a diverting acid because
this fluid increases its own viscosity upon reaction with carbonate.
The pumped fluid schedule is shown in Table 5.

For the given actual treatment plot, one can distinguish the
obvious trends of pressure gain during diversion stages and pres-
sure drop during active dissolution of the rock by main acids.

In Fig. 16, certain fluctuations are seen at the treatment curves
(e.g., at 0:46:00). It is typical for actual injection treatments, and is
explained by the following:

- For injection rates, usually several high-pressure pumping units
are used. Switching on and off these pumping units for rate
control purposes, as well as changing gears, likely result in short
fluctuations.

- For recorded pressures, the data are taken from the pressure
gauges. These gauges are installed at certain distance from the
injection point; thus, the rate-sensitive friction component ex-
ists. In addition, in systems with non-negligible compressibility,
the so-called “hammer-effect” exists, when the sudden rate
change results in pressure oscillations visible as repeating
attenuating spikes.

In majority of cases, such fluctuations are not significantly
affecting the fluid redistribution picture, so for simplicity and speed
of calculations, the suggested interpreter contains the smoothing



Fig. 13. Structure of multiple zones case. Tracks are reservoir properties (lithology, permeability, porosity, and compressibility, respectively).
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Fig. 14. Comparison of multi zonal cases. First row are rock-acid interactions only; second row are rock-acid and rock-diverter interactions. Gray shading is the result of matrix
treatment interpretation algorithm (MaTI); the black contour denotes the reference solution (RS) result.

Table 4
Reservoir and well characteristics of the observed basin.

Parameter Value Units

Target reservoir lithology Limestone (>95%)
Target reservoir depth >3500 m
Reservoir temperature 93e105 (366e378) �C (K)
Target zone permeability 3e20 mD
Reservoir pressure gradient 0.008e0.01 MPa/m
Fluid Oil, gas condensate
Well type and geometry Producer, vertical
Well completion type Perforated
Perforated interval length ~30 m

I. Reznikov, D. Abdrazakov and D. Chuprakov Petroleum Science 21 (2024) 3587e3611
pre-processing module. After smoothing, the treatment plot for the
given well, shown in Fig. 16, results in the filtered line illustrated in
Fig. 17.
Fig. 15. Three left tracks (a) are reservoir properties (lithology, permeability, and porosity, r
acidizing production logging result: the middle zone (depths 50e65 m) is underperformin

Table 5
The actual measured downhole pumping schedule during acidizing of a given well.

Step Fluid type

1 Initial acidd15% hydrochloric acid
2 DiverterdInert, neutral, degradable particulates mixture
3e8 VES-based diverter acid alternated with SPRA main acid
9 15% hydrochloric acid
LG FlushdWater with friction reduction additives

The actual treatment pressure and rate data are shown in Fig. 16. Note that bottomhole pr
with corrections for the depth difference between DHG and perforations. These corr
perforations.
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5.3. Analysis: distribution of diverted volumes

The first step of the analysis is related to selection of the treat-
ment plot intervals where the fluid redistribution analysis is the
most beneficial. For the treatment schedule in our example, there
are two types of fluid diversion techniques applied: inert degrad-
able particles (step 2 of Table 5) and in-situ gelling acids (steps 4, 5,
and 8). These two diversion techniques use different mechanisms
of fluid redistribution triggering, in Darcy’s law terms: particulates
are forming a temporary filter-cake, thus creating additional skin,
and in-situ gelling acids act through significant viscosity increase.
Generally, the field experience (Abdrazakov et al., 2019) shows that
mechanism employed by particulates may result in larger ampli-
tude of pressure increase, compared to viscous-driven methods. On
the other hand, the duration of the pressure increase after
espectively) of the given well in the perforated interval. Rightmost track (b) is the pre-
g, thus stimulation of this zone became one of the targets of the acidizing job.

Injected volume, m3 Pumping rate, m3/min

6 1.5
4 1.5
90 1.5e4.5
15 3.5e4
10 3.5

essure shown in this plot is derived from the measured downhole gauge (DHG) data
ections consider hydrostatic pressure and calibrated frictions between DHG and



Fig. 16. The actual treatment data. Upper ribbon represents the bottomhole fluid
schedule according to Table 5.

Fig. 17. The actual treatment data filtered after the smoothing procedure. Orange dots
are bottomhole pressure versus time. Blue dots are total injection rate versus time.

Fig. 18. Three intervals of the injection treatment on the given well, selected for the
analysis.
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particulates may be shorter than that after viscous acids if the
reactive fluid arrives downhole right after the particles. This can be
explained by non-homogeneous localization of the diverting par-
ticles' filter cake on the near-wellbore rock face, creating favorable
condition for subsequent reactive fluid to bypass the filter-cake. On
the contrary, the viscous mass of in-situ gelled acids gains viscosity
upon reaction with rock and penetrates deeper into the formation.
In this case subsequent portion of lower pH reactive fluids for some
period even serves as viscosity-increasing agent supply source.

Another observation from field experience is that the fluid
diversion does not necessarily mean the increase of pressure.
Instead, it is worth looking at the pressure derivative behavior. Even
when pressure decreases during injection (due to the rock or
damage dissolution), the slowing down of decline rate can be an
indicator of fluid diversion.

Consequently, it was decided to analyze three possible diversion
intervals detected on the pumping schedule (Fig. 18). First analysis
interval is the step 2 of the treatment schedule, when the partic-
ulate diverters caused the pressure increase. Second analysis in-
terval is the step 4, when the in-situ gelled acid’s effect slowed
down the pressure decline. The third analysis interval is the step 8,
when the in-situ gelled acid caused pressure increase, however the
simultaneous injection rate increase hinders analysis of the diver-
sion effect.

Analysis of the first selected interval (diverter pumped at step 2)
by our interpretation model shows that the significant and obvious
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pressure increase caused by a particulate diverter can be attributed
to the fluid redistribution from two most permeable intervals into
less permeable zones. The diverted fluid volumes can be quantified
using our model, as seen from Fig. 19, where approximately 35 gal/
ft of fluid is diverted from the second layer (from the top) because
of diversion process.

Analysis of the second selected interval (diverter pumped at
step 4) shows that after the viscous acid percolation to a formation,
the pressure slope change from steep to gentle decline can be
attributed to fluid redistribution from the same two most perme-
able intervals as in the first analysed interval. However, the diverted
volumes are 3e4 times less than observed during the diversion in
the first interval. That seems quite reasonable, because in the sec-
ond interval the viscous acid effect was able only to change the
decline slope rather than reverse the declining pressure trend to
increasing (Fig. 20). In any case, the fluid redistribution is observed
from the interpretation model, and thus, our previous empirical
statement, that the diversion, to a certain extent, may happen even
at pressure decline if the pressure slope changes, found another
proof.

The analysis of the third selected interval (diverter pumped at
step 8) shows that close to the end of the treatment the character of
fluid redistribution between zones changes (Fig. 21(b)). Even
though we see relatively similar pressure increase as in the first
analysis interval, the affected zones are not the same. Moreover, the
previously accepting zones may turn into donating ones: approxi-
mately 15 gal/ft of fluid was diverted into the 4th layer (from the
top) during the first diversion event (Fig. 19), whereas in the third
diversion event, about 20 gal/ft of fluid was diverted from the same
layer.
5.4. Validation of MaTI data

After the acidizing treatment and well cleanup, the PLT was run
to monitor the fluid redistribution after the treatment. It was
noticed that significant redistribution of producing intervals has
occurred. Particularly, the middle zone, which was under-
performing before the acidizing (25% of total production), became
the main producing zone (75%); the upper zone’s contribution
dropped from 75% to 25%, however the productivity index of the
upper zone increased by 20%, i.e., increase of the production from
the middle zone has not occurred at the expense of production loss
at the upper zone (Fig. 22). Also, PLT showed that after acidizing the
bottom interval started to produce.

From the fluid redistribution plots shown in Figs. 19e21, it is



Fig. 19. Analysis of the fluid redistribution at the first analysis interval, during the pressure increase at pumping step 2 (particulate diverter pumped). (a) Treatment plot, with
highlighted analysis interval (light yellow region); black line inside the interval representing expected approximate pressure behaviour if instead of diverter, fluid of the previous
step would have been pumped. (b) Output of the interpreter’s engine as a well depth (Y-axis) vs. fluid volume per zone height (X-axis). Gray area on the plot shows fluid distribution
from the actual data, i.e., with diversion. Black line contour shows fluid distribution if there was no diversion stage (if pressure would have followed gray dashed line on the left
plot). Red arrows highlighted the volumes taken from the given zone because of diversion; green arrows highlight the volumes brought into the zone because of diverter’s action.

Fig. 20. Analysis of the fluid redistribution at the second analysis interval, during the pressure slope change at pumping step 4, when the viscous diverting acid was pumped. The
legend for the plots is the same as in Fig. 19.

Fig. 21. Analysis of the fluid redistribution at the third analysis interval, during the pressure increase at step 8, when the viscous diverting acid was pumped. The legend for the plots
is the same as in Fig. 19.
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possible to estimate the cumulative effect of diverters for each
zone, calculated by our model, using Eq. (27):

CRFm ¼
Xn
i¼1

RFi (27)

where CRFm is the cumulative redistributed volume for zone m,
during the injection treatment, considering all diversion stages, n is
the quantity of the diversion stages, RFi is the redistributed fluid
volume at the individual diversion stage. CRFm value can be
expressed in volume or volume per interval length units.

For the given well, calculation of the CRF for each zone is based
on diverted volumes calculated by our model from three analysis
intervals and volumes from the diversion step 6 of the pumping
schedule, which is not shown as a separate analysis interval.

Comparison of CRF values from our model with the post-
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treatment PLT shows that the zones which received significant
diverted fluid volumes as per our model, showed production in-
crease as per PLT. At the same time, the zones which lost diverted
volumes as per our model, in fact experienced production contri-
bution decrease as per PLT. Production redistribution is a function
of different parameters, and the effect of a diverter is only one of
them. However, in the given example, the diversion pressure sig-
natures are obvious, so the diverter effect should have a significant
impact of the fluid redistribution. The calculations by our model
provide an approximate quantitative information on this matter,
and match with the post-stimulation PLT observations.

Another practical use of the suggested model is optimization of
the number of pumping diverter stages. Plots in Fig. 22 (b) and (c)
indicate that during the second half of the treatment, the significant
flow rate distribution occurs due to the total injection rate increase
and action of diverters. If such active flow rate redistribution is



Fig. 22. Validation of the suggested model by the actual post-acidizing PLT. (a) The pre-treatment and post-treatment production distributions obtained from PLT, (b) and (c) fluid
rate fluctuations into different zones (depth are shown on the plots) at different time of the treatment.

I. Reznikov, D. Abdrazakov and D. Chuprakov Petroleum Science 21 (2024) 3587e3611
absent in the pumping job, then it can be an indication that the
diversion does not work, and the schedule of diverter fluid
pumping should be modified.
6. Discussion

6.1. Extension of suggested model to different types of injection
treatments

A common way to optimize and control hydrocarbon recovery
processes is to inject special fluids into the rock matrix through
wells. The type of injected fluid depends on current challenges and
reservoir conditions. Table 6 summarizes various challenges and
the injection treatments used to address them.

All injection treatments shown in Table 6 target a certain radius
of fluid penetration to achieve the treatment goal. If the target
radius is not achieved in the layer of interest, the fluid injection
treatment may not reach the goal for which it was designed. In
addition, all treatments except acidizing do not require detailed
chemical modeling of fluid-rock interaction. Consequently, we
believe that the model we propose can be useful for analyzing the
fluid redistribution of all the injection treatments shown in Table 6
(the carbonate-acid interaction module can be turned off), except
for matrix acidizing in classics, where the chemistry is very
complex.
Table 6
Challenges associated with hydrocarbon production and injection methods addressing t

Challenge Injection treatment to address
challenge

Damaged near wellbore zone (high skin factor) Matrix acidizing

Unconsolidated formation particles production Chemical sand control

Inorganic scales precipitation Scale dissolution and Scale inh
squeezes

Organic scales forming Organic scale dissolvers and or
scale inhibitors pumping

Excessive unwanted water production from the
productive layers

Chemical water shut-off treatm

Excessive gas production from the productive layers Chemical gas shut-off treatmen

Insufficient hydrocarbon recovery factor and poor
sweep efficiency around injector wells

Viscous fluid injection to increa
recovery factor
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6.2. Extension of suggested model functionality

There are also several possibilities to extend and upgrade the
describedmodel. Currently, it accounts only for a single-phase flow,
however during matrix treatment jobs multiple fluid phases
penetrate the formation. So, effects of relative permeability and
phase-to-phase displacement must be considered. It is also
important to consider the initial pre-job skin factor in each treated
zone, which considers possibly lowered rock permeability. In this
model, we have neglected any non-idealities of fluid flow in a well,
for example, viscous fluid friction in long horizontal well sections,
and gravity effect in vertical wells. We have also ignored fluid
friction effect in a limited entry perforation interval, which may
become important in horizontal wells.

The presented flow interpretation model is based on the solu-
tion of coupled physics and chemistry equations. The model allows
to change the law of skin factor buildup in time during acid of
diverter injection stages, if that tends to reduce error observed in
the model. Artificially changing the duration or excluding some
stages of the job allows to vary the design of the whole treatment
job and choose the most optimal option for future implementation
in the field.

Additionally, it is possible to study fundamentally different
models to calculate the matrix treatment problemmore accurately.
For example, the problem of fracture growth through bedding
hese challenges.

the Examples in clastic rocks Examples in carbonate rocks

Matrix acidizing using mud acids Matrix acidizing using hydrochloric
acids

Sand consolidating or sand
agglomerating fluid injection

ibition Inorganic scale dissolving fluid injection and inorganic scale inhibitor
squeezes

ganic Organic scale dissolving fluid injection and organic scale inhibitor squeezes

ent Rigid and flowing polymer gels
squeezes

Carbonate-compatible rigid and
flowing polymer gels squeezes

t Rigid, flowing, and foamed gels
squeezes

Carbonate-compatible rigid, flowing,
and foamed gels squeezes

se Polymer flooding



I. Reznikov, D. Abdrazakov and D. Chuprakov Petroleum Science 21 (2024) 3587e3611
interfaces is covered vastly in the industry (Abell et al., 2019; Li and
Wu, 2022; Philipp et al., 2013; Tang et al., 2019; Zhang et al., 2007).
Many analytical and numerical studies show the influence of hy-
dromechanical properties of rock layers on fracture propagation.
They can also benefit acid-rock interaction models, allowing esti-
mations of possible counterflows and acid penetration radius more
accurately.

6.3. Use of suggested model for analysis of economic effect of
diverters

The study above shows that suggested method provides a
quantitative, layer-per-layer analysis of the fluid redistribution
during injection. Such analysis has strong practical industrial
application (particularly in analysis of the production enhance-
ment) in the following way. First, the volume of fluid added to a
given formation layer due to diversion (output of the proposed
method) should be converted to the added effective wellbore
radius. For example, if acid is being pumped, the added acid volume
is converted to the added wormhole length using industry-
standard radial mode correlations, then the wormhole length is
converted to the added effective borehole radius. Second, the added
effective well radius is used to calculate the added production due
to the diversion. Finally, the added production is converted into
added revenue and compared to the cost of a diverting agent to
make further decisions about optimizing the diversion strategy.

6.4. Scientific significance

The current study presents a new approach to solving an inverse
problem of transient hydrodynamics in treating formations where
measurements of bottomhole pressure and injection rate match
each other. The simulations used in most field operations are often
hampered by a limited understanding of rock properties. Another
obstacle we face is the continuous impact of nonlinear effects that
alter the properties of the rock during injection, such as rock
damage, creation of hydraulic fractures, natural fracture activation,
or chemical reactions with the rock. The forward simulations are
affected by both challenges, resulting in discrepancies from reality
and physics. This work introduces a distinct method of inverse
modeling as an alternative to forward modeling. Through the
combination of direct field measurements and the model, this
approach provides valuable insights into the changes in rock
properties during injection treatments. In this work, instead of
calculating the change in rock properties, we choose to determine
the skin factor for each treated zone. It revisits the current method
of conducting simulations and applies it to a different class of
model-based interpretations that we lack in the modeling of acid-
izing jobs performed in multilayer carbonate formations.

7. Conclusions

In summary, we have developed a newcomputationally efficient
approach to interpreting bottomhole pressure time records during
wellbore injection treatments. The developed semi-analytical
model describes the fluid flow distribution in complex layered
rock and estimates the efficiency of a matrix treatment job in real
time or after the job. The model couples both the physical and
chemical processes that occur during the injection of chemically
active acids and diverter fluids into the rock. It uses direct mea-
surements of pressure and injection rate, so it always has zero
mismatch of these with observations, which is often problematic in
modern industrial simulators of matrix treatments.

The key innovative results of this work can be formulated as
follows:
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1. The model correctly solves the inverse problem of fluid filtra-
tion, which is proved by comparison with the forward problem
solution. Unlike forward models, it solves for the variation of
rock skin factor in time, or any other rock property, which is
assumed to be known in classical filtration models. Along with
the transient change in rock properties during fluid injection,
the algorithm predicts fluid distribution among any number of
zones with different permeability properties.

2. The proposedmethod is verified against the industrial reference
solution on a realistic geological model consisting of several
zones and three different variants of reservoir properties. For all
three variants, the discrepancy in redistributed fluid volumes
between our approach and the reference solution is within 4%
when the diverter is not used, and within 21% when the diverter
is used in the pumping schedule.

3. The effectiveness of the proposed approach was evaluated
through its application in an acidizing treatment in the Caspian
region. The post-treatment PLT has shown a significant increase
in production for the zones that received significant diverted
fluid volumes, as predicted by our model, and conversely, the
decrease in production corresponds to the zones with reduced
diverted volumes.

4. The speed and accuracy of the model depend weakly on the
complexity of the geological zone profile, the duration of the
injection operation and the sampling time.

5. The physicochemical model is sensitive to any number and type
of injected acids and diverting agents, which provides an op-
portunity to control the treatment process and estimate its
efficiency.

6. The model can be used to predict future acid treatment jobs in
offset wells with the modified injection schedule using the job
interpretation performed. It can also be applied to other well-
bore injection jobs such as water control, sand control, scale
squeeze, and water flooding.

7. The presented model makes an important step forward to
development of new type of simulators based on inverse
problem solution.
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Appendix A Improved approximation for transient radial
flow

Consider diffusion Eq. (2) with boundary conditions Eqs. (4) and
(5). Here we omit the zonal index m. Eq. (2) has no simple exact
analytical solution in time domain, so we apply the Laplace trans-
form with respect to time and arrive at the following equation
(Matthews and Russell, 1967):

v2bp
vr2

þ1
r
vbp
vr

� s
D
bp ¼ 0 (A.1)

where s is the Laplace parameter. Transformed boundary condi-
tions have the following form:

vbp
vr

����
r¼Rw

¼ � qm
2pskRwh

(A.2)

bpjr/∞ ¼0 (A.3)

Combining Eqs. (A.1)e(A.3) we get the following analytical so-
lution of the problem in the Laplace domain:

bpðr; sÞ¼ qm
ffiffiffiffiffiffiffiffi
D=s

p
2pkhRws

K0

� ffiffiffiffiffiffiffiffi
s=D

p
r
�

K1
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s=D

p
Rw
� (A.4)

where K0ðxÞ;K1ðxÞ are the modified Bessel functions of the second
kind. Eq. (A.4) has no analytical inversion in time domain, but it is
possible to obtain asymptotical approximations of Eq. (A.4) and
invert them. The large-time asymptote is well known (Matthews
and Russell, 1967):

pðr; tÞ¼ qm
4pkh

E1

�
r2

4Dt

�
(A.5)

where E1ðxÞ is the exponential integral defined as

E1ðxÞ¼
ð∞
x

e�u

u
du (A.6)

The wellbore pressure is then written from Eqs. (A.5)e(A.6) at
r ¼ Rw.

pwf ðTDÞ¼
qm

4pkh
E1

�
1

4TD

�
(A.7)

where we introduced the dimensionless time TD.

TD ¼ tD
R2w

(A.8)

Usually, Eq. (A.7) is the only one used as transient flow solution.
It, however, cannot be always applicable to matrix treatment
problem. Typical job time is about 1 h, and data can be recorded
every second. Eq. (A.7) applied to such short time intervals may
result in large errors. For a more accurate result, it is necessary to
get early-time asymptotic solution as well. Taking a series expan-
sion of (A.4) at large s (

ffiffiffiffiffiffiffiffi
s=D

p
Rw[1) and inverting the result to

time domain, we get:

pwf ðTDÞ¼
qm
pkh

ffiffiffiffiffiffi
TD
p

r
(A.9)
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Accuracy of the obtained solution is determined by the number
of terms retained in the series. Eq. (A.9) was obtained using only the
first term. Fig. A1 plots both early-time and large-time asymptotic
Eqs. (A.7) and (A.9), as well as the accurate inversion of solution Eq.
(A.4) as a function of the dimensionless time. The widely used
large-time asymptote is valid only for dimensionless time greater
than 10, which spans from several seconds to several hours or even
days for typical reservoir and fluid injection parameters.

Fig. A.1. Comparison of the accurate solution with early time asymptote Eq. (A.9) and
late time asymptote Eq. (A.7). Accurate solution was obtained after the numerical
inversion of Eq. (A.4).

Either of those asymptotes is accurate at its own limit, but cannot
be applied to the whole time domain (Fig. A1). To develop the
universal approximation for the whole time domain, we use the
technique proposed by (Clegg,1967). Using this method, we replace
s ¼ 1=Bt and get the following approximation for wellbore
pressure:

pwf ðTDÞ ¼ Psc
ffiffiffiffiffiffiffiffiffiffi
BTD

p K0

� ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1=BTD

p �
K1

� ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1=BTD

p � (A.10)

where Psc ¼ qm=ð2pkhÞ, B is the inversion coefficient. The inversion
coefficient B is found as 1.38, which makes the approximation most
accurate.

Fig. A.2. Comparison of accurate solution Eq. (A.4) (orange line) and analytical
approximation Eq. (A.10) (blue dashed line) with B ¼ 1.38.

Fig. A.2 shows convergence of exact and approximate solutions.
The mean discrepancy here is less than 3% for B ¼ 1.38.
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Appendix B Analytical model of reservoir with uniform skin
factor distribution

We consider a vertical well placed in a uniform reservoir with
constant permeability, porosity, compressibility, fluid viscosity and
skin factor. The drainage area is considered radial and infinite in
length, so that the transient flow from the well is observed in any
arbitrary time given. We decompose the reservoir in two contig-
uous radial regions: the first interior region, adjacent to the well
and having finite radius and constant skin factor, and the second
exterior region, having infinite radius and zero skin factor. Both
regions are depicted in Fig. B1.

Fig. B.1. Schematic image of unform reservoir (a) and two-region configuration (b).
The white circle denotes the well with wellbore radius Rw. Light red circle in (b) de-
notes the stimulated part of the reservoir with increased permeability and finite radius
RD. Green and yellow areas represent the other part of the reservoir.

Given the initial reservoir skin factor Si, it is possible to relate it
with the stimulated zone permeability and radius by means of
Hawking formula (Hawkins Jr, 1956):

S¼
�
ki
kd

� 1
�
ln

RD
Rw

(B.1)

where ki is the initial reservoir permeability, and kd is the stimu-
lated region permeability. We now denote the damaged region as
region I and the rest of the reservoir as region II. In both regions it
becomes possible to solve Eq. (A.1). The general solution along with
boundary conditions for region I can be written as

bpI¼ C1I0

� ffiffiffiffiffiffiffi
s
DK

r
r
�
þ C2K0

� ffiffiffiffiffiffiffi
s
DK

r
r
�

(B.2)

vbpI
vr

����
r¼Rw

¼ � qm
2pKskRwh

(B.3)

bpIjr¼RD
¼ bpIIjr¼RD

(B.4)

where C1 and C2 are the unknown coefficients and K is the
permeability ratio kd=ki. In general case, the permeability ratio is a
time-dependent function. For the region II, the similar expressions
are obtained:

bpII¼D1I0

� ffiffiffiffi
s
D

r
r
�
þ D2K0

� ffiffiffiffi
s
D

r
r
�

(B.5)

bpIIjr/∞ ¼0 (B.6)

bqIjr¼RD
¼ bqIIjr¼RD

(B.7)

Eqs. (B.4) and (B.7) show that both pressure and flow rates are
equal at the interface between the regions. Eqs. (B.2)e(B.7) have in
total six unknowns, which makes the system solvable. The
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coefficients can be written in the following form:

C1 ¼
qm

ffiffiffiffi
D

p

2pkRwhs3=2
ffiffiffiffi
K

p BðsÞ
K 0
1;wAðsÞ � I01;wBðsÞ

(B.8)

C2 ¼
qm

ffiffiffiffi
D

p

2pkRwhs3=2
ffiffiffiffi
K

p AðsÞ
K 0
1;wAðsÞ � I01;wBðsÞ

(B.9)

D1 ¼0 (B.10)

D2 ¼
qm

ffiffiffiffi
D

p

2pkRwhs3=2K

K 0
1;DAðsÞ � I01;DBðsÞ

K 0
1;wAðsÞ � I01;wBðsÞ

1
K1;D

(B.11)

AðsÞ¼
I01;D
I01;w

þ
ffiffiffiffi
K

p I00;D
I01;w

K1;D

K0;D
(B.12)

BðsÞ¼
K 0
1;D

I01;w
�

ffiffiffiffi
K

p K 0
0;D

I01;w

K1;D

K0;D
(B.13)

where In;w=D=Kn;w=D ¼ Inð
ffiffiffiffiffiffiffiffi
s=D

p
Rw=DÞ =Knð

ffiffiffiffiffiffiffiffi
s=D

p
Rw=DÞ; n ¼ ½0; 1�,

I0;1 and K0;1 are the modified Bessel functions of the first and sec-
ond kind, respectively. Substituting Eqs. (B.8) and (B.9) in Eq. (B.2)
and taking r ¼ Rw gives the relation between bottomhole pressure
and damaged zone radius and permeability.
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